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A numerical method is developed for approximating the solution to the Vlasov–Poisson–
Fokker–Planck system in two spatial dimensions. The method generalizes the approxima-
tion for the system in one dimension given in [S. Wollman, E. Ozizmir, Numerical
approximation of the Vlasov–Poisson–Fokker–Planck system in one dimension, J. Comput.
Phys. 202 (2005) 602–644]. The numerical procedure is based on a change of variables
that puts the convection–diffusion equation into a form so that finite difference methods
for parabolic type partial differential equations can be applied. The computational cycle
combines a type of deterministic particle method with a periodic interpolation of the
solution along particle trajectories onto a fixed grid. computational work is done to dem-
onstrate the accuracy and effectiveness of the approximation method. Parts of the
numerical procedure are adapted to run on a parallel computer.

� 2009 Elsevier Inc. All rights reserved.
1. Introduction

The purpose of this paper is to develop a numerical method for approximating the Vlasov–Poisson–Fokker–Planck system
in two spatial dimension, i.e., in a four dimensional phase space. Let x ¼ ðx1; x2Þ; v ¼ ðv1;v2Þ
rx ¼
@

@x1
;
@

@x2

� �
; rv ¼

@

@v1
;

@

@v2

� �
; Dx ¼

@2

@x2
1

þ @2

@x2
2

:

The set A 2 R4 is defined as A ¼ fðx;vÞ=0 6 x1; x2 6 L;�1 < v1;v2 <1g. For ðx;vÞ 2 A and t 2 ½0; T� the equations with peri-
odic boundary conditions are given as
@f
@t
þ v � rxf þ Eðx; tÞ � rv f ¼ rv � ðbvf þ qrv f Þ; f ðx;v ;0Þ ¼ f0ðx;vÞ;

f ð0; x2; v; tÞ ¼ f ðL; x2;v ; tÞ; f ðx1;0; v; tÞ ¼ f ðx1; L; v; tÞ: ð1:1Þ
Also it is assumed that limjv j!1f ðx;v ; tÞ ¼ 0. Eq. (1.1) is combined with
Eðx; tÞ ¼ �rx/
. All rights reserved.
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where
Dx/ ¼ �qðx; tÞ
/ð0; x2; tÞ ¼ /ðL; x2; tÞ; /ðx1; 0; tÞ ¼ /ðx1; L; tÞ

ð1:2Þ
and
qðx; tÞ ¼
Z

f ðx;v ; tÞdv � hðxÞ:
The Eqs. (1.1) and (1.2) are a mathematical model for a collisional, electrostatic plasma. The function, f ðx;v ; tÞ, is the phase
space distribution function for a single species of charged particles in the presence of a fixed background charge density gi-
ven by hðxÞ. In (1.1) b > 0 and q > 0 are constants. The parameter b relates to the viscosity, and q is a coefficient of diffusion.
A brief description of the numerical method of the present paper is contained in [29].

The Fokker–Planck equation of the form (1.1) is derived by Chandrasekhar in [10] in connection with the theory of Brown-
ian motion. The equation has been used as a model for small angle collisions in a plasma. Accordingly in papers [1,12,16,20] a
one dimensional version of (1.1) and (1.2) is used to study collisional effects on Landau damping. In this application the func-
tion, f, is regarded as an electron distribution in a fixed background of opposite charge. Another application for a Fokker–
Planck equation of type (1.1) is the momentum relaxation of a small admixture of a heavy gas in a light one [21]. The light
gas is assumed to be in equilibrium. For such an application the function, f, can be regarded as a distribution of heavy positive
ions [6]. The Eqs. (1.1) and (1.2) also find applications in the study of the statistical properties of laser light. A reference for
the Fokker–Planck equation in this context is [24]. As a model for electron–electron and electron–ion collisions in a plasma
the equation with b; q constant has its limitations as is pointed out in [20, footnote 3]. The more complete Fokker–Planck
model for such collisions requires that b; q in (1.1) be respectively vector and tensor expressions in terms of velocity, v. In
an equivalent form the equation is then referred to as the Fokker–Planck–Landau equation, [17].

In the collisionless case, b ¼ q ¼ 0, a numerical approximation is given for a 2-D periodic problem of this type by Shoucri
and Gagne [26]. In [28] we develop a numerical method for the Vlasov–Poisson–Fokker–Planck system in 1-D. An analysis of
the convergence and accuracy of the method as applied to a linear Vlasov–Fokker–Planck equation in 1-D is carried out in
[30]. The goal of the present work is to extend the method of [28] to the Vlasov–Poisson–Fokker–Planck system in two
dimensions. We also consider the system for which there is a constant magnetic field in the z ¼ x3 direction. In this case
the force, Eðx; tÞ, in (1.1) is replaced with Eðx; tÞ þ v � B, and B ¼ ð0;0;BzÞ with Bz a constant. Letting
v ¼ ðv1;v2;v3Þ; E ¼ ðE1; E2;0Þ then Eðx; tÞ þ v � B ¼ ðE1 þ v2Bz; E2 � v1Bz;0Þ. Our methods can apply to the system with the
resulting v � B force included. A description of the electrostatic problem with the constant magnetic field for collisionless
plasma is contained in [18].

A number of other papers have been written on the numerical approximation of the Vlasov–Poisson–Fokker–Planck sys-
tem in higher dimensions. Random particle methods are considered in [1,15]. In [3,4] convergence analyses are carried out
for types of finite element approximations. A type of deterministic particle method based on a splitting of operations be-
tween a convection step and a diffusion step is developed in [16]. Numerical solutions based on expanding the distribution
function in terms of spherical harmonics are obtained in [5]. A numerical method for a Vlasov–Fokker–Planck system in 2-D
with a self consistent electric and magnetic field is in [19]. Some papers on the approximation of the Fokker–Planck–Landau
system are [7,11,23]. Additional related work is contained in [9,13,14].
2. Change of variables

2.1. Electrostatic case, Bz ¼ 0

We start by considering the system (1.1) and (1.2) without the magnetic field. The numerical method is based on making
a change of variables to put (1.1) into a form so that finite difference methods for parabolic type PDE’s can be applied. To
reformulate the system this way we first consider the transport Eq. (1.1) as an initial value problem in all space, i.e.,
�1 < x1; x2 <1, and with Eðx; tÞ as a known function. The characteristic equations associated with the first order transport
part of (1.1) in component form are
dx1

dt
¼ v1; x1ð0Þ ¼ n1

dx2

dt
¼ v2; x2ð0Þ ¼ n2

dv1

dt
¼ E1ðxðtÞ; tÞ � bv1; v1ð0Þ ¼ g1

dv2

dt
¼ E2ðxðtÞ; tÞ � bv2; v2ð0Þ ¼ g2

ð2:1Þ
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The solution is written
x1ðtÞ ¼ x1ðn1; n2;g1;g2; tÞ; x2ðtÞ ¼ x2ðn1; n2;g1;g2; tÞ;
v1ðtÞ ¼ v1ðn1; n2;g1;g2; tÞ; v2ðtÞ ¼ v2ðn1; n2;g1;g2; tÞ: ð2:2Þ
The solution to (2.1) defines a transformation of R4 ! R4 as ðn;gÞ ! ðxðn;g; tÞ;vðn;g; tÞÞ. The Jacobian of this transformation is
@ðx;vÞ=@ðn;gÞ ¼ e�2bt – 0. Thus the transformation is invertible. Let the inverse transformation be given by
n1 ¼ n1ðx1; x2;v1; v2; tÞ; n2 ¼ n2ðx1; x2;v1; v2; tÞ;
g1 ¼ g1ðx1; x2;v1;v2; tÞ; g2 ¼ g2ðx1; x2;v1;v2; tÞ: ð2:3Þ
The functions (2.3) are independent integrals of the system (2.1). Following the procedure in [10] the Eq. (1.1) is written in
terms of the variables ðn;gÞ.
@f
@t
� 2bf � q

@n1

@v1

� �2

þ @n1

@v2

� �2
 !

@2f

@n2
1

þ @n2

@v1

� �2

þ @n2

@v2

� �2
 !

@2f

@n2
2

þ @g1

@v1

� �2

þ @g1

@v2

� �2
 !

@2f
@g2

1

"

þ @g2

@v1

� �2

þ @g2

@v2

� �2
 !

@2f
@g2

2

þ 2
@n1

@v1

� �
@n2

@v1

� �
þ @n1

@v2

� �
@n2

@v2

� �� �
@2f

@n1@n2
þ � � � þ @g1

@v1

� �
@g2

@v1

� �� 

þ @g1

@v2

� �
@g2

@v2

� ��
@2f

@g1@g2

!
þ @2n1

@v2
1

þ @
2n1

@v2
2

 !
@f
@n1
þ � � � þ @2g2

@v2
1

þ @
2g2

@v2
2

 !
@f
@g2

#
¼ 0
With a change of dependent variable f ðn;g; tÞ ¼ e2btgðn;g; tÞ one obtains the initial value problem for g as
@g
@t
¼ q

X2

i¼1

@ni

@v1

� �2

þ @ni

@v2

� �2
 !

@2g

@n2
i

þ
X2

j¼1

@gj

@v1

� �2

þ
@gj

@v2

� �2
 !

@2g
@g2

j

 

þ2
@n1

@v1

� �
@n2

@v1

� �
þ @n1

@v2

� �
@n2

@v2

� �� �
@2g

@n1@n2
þ
X2

i¼1

X2

j¼1

@ni

@v1

� �
@gj

@v1

� �
þ @ni

@v2

� �
@gj

@v2

� �� �
@2g
@ni@gj

"

þ @g1

@v1

� �
@g2

@v1

� �
þ @g1

@v2

� �
@g2

@v2

� �� �
@2g

@g1@g2

#
þ
X2

i¼1

@2ni

@v2
1

þ @
2ni

@v2
2

 !
@g
@ni
þ
X2

j¼1

@2gj

@v2
1

þ
@2gj

@v2
2

 !
@g
@gj

!

gðn;g;0Þ ¼ f0ðn;gÞ: ð2:4Þ
We need to write the coefficients of (2.4) as functions of n;g and t. This involves writing derivatives of n;g with respect to
v1;v2 in terms of derivatives of xðn;g; tÞ;vðn;g; tÞ with respect to n;g. Let
Q ¼

@x1
@n1

� � � @x1
@g2

..

. . .
. . .

. ..
.

@v2
@n1

� � � @v2
@g2

0
BBB@

1
CCCA; �u ¼ @n1

@v1
;
@n2

@v1
;
@g1

@v1
;
@g2

@v1

� �
; �b ¼ ½0;0;1; 0�:
Here Q is the matrix for the Jacobian determinant @ðx;vÞ=@ðn;gÞ. Expressions for the first derivatives of n;g with respect to v1

are obtained as solutions to
Q �u ¼ �b: ð2:5Þ
Expressions for the first derivatives of n;g with respect to v2 are obtained as the solution to (2.5) but with

�u ¼ @n1
@v2

; @n2
@v2

; @g1
@v2

; @g2
@v2

h i
and �b ¼ ½0;0;0;1�. Thus we let @n1

@v1

� �2
þ @n1

@v2

� �2
¼ c1ðn;g; tÞ as the coefficient of @2g

@n2
1

in which c1ðn;g; tÞ is

an expression involving first derivatives of xðn;g; tÞ;vðn;g; tÞ with respect to n;g. Similarly one obtains coefficients

c2ðn;g; tÞ; . . . ; c10ðn;g; tÞ of the other second partial terms in (2.4) of the form @2g= @nr1
1 @n

r2
2 @g

s1
1 @g

s2
2

� 	
; 0 6 r1; r2;

s1; s2 6 2; r1 þ r2 þ s1 þ s2 ¼ 2.
The coefficients in (2.4) of the first partial terms with respect to n;g involve second derivatives of n;g with respect to

v1;v2. Let �y ¼ @2n1
@v2

1
; @

2n2
@v2

1
; @

2g1
@v2

1
; @

2g2
@v2

1

h i
. The vector �y is obtained as the solution to
Q�y ¼ �F ð2:6Þ
where F ¼ ½F1; F2; F3; F4�T . Here F1 ¼ �uA�uT for which �u ¼ @n1
@v1

; @n2
@v1

; @g1
@v1

; @g2
@v1

h i
and0 1
A ¼

@2x1
@n2

1

@2x1
@n1@n2

@2x1
@n1@g1

@2x1
@n1@g2

� � � @2x1
@n2

2

@2x1
@n2@g1

@2x1
@n2@g2

� � � @2x1
@g2

1

@2x1
@g1@g2

� � � � � � @2x1
@g2

2

BBBBBBBB@

CCCCCCCCA
:
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The matrix A is symmetric so the lower triangular part is obtained from the symmetry. The components of �u can be evaluated
in terms of derivatives of xðn;g; tÞ;vðn;g; tÞ through the solution to (2.5). The second partial derivatives of x1ðn;g; tÞ in the
matrix A are obtained as the second derivatives of the solution to (2.1). The components F2; F3; F4 are similarly expressed
in which the second partials of x1 in A are replaced by second partials of x2; v1;v2, respectively. To obtain expressions for

the second partial derivatives of n;g with respect to v2 then (2.6) is solved but with �y ¼ @2n1
@v2

2
; @

2n2
@v2

2
; @

2g1
@v2

2
; @

2g2
@v2

2

h i
. Also, for the com-

ponent F1 ¼ �uA�uT of F let �u ¼ @n1
@v2

; @n2
@v2

; @g1
@v2

; @g2
@v2

h i
. The matrix A is the same as above for F1, and the above stated changes to A are

made to compute F2; F3; F4. Thus the coefficient of @g
@n1

is given as a function of n;g as @2n1
@v2

1
þ @2n1

@v2
2

� �
¼ c11ðn;g; tÞ in which the

quantities @2n1
@v2

1
; @2n1
@v2

2
are expressed through the solutions to (2.5) and (2.6) in terms of first and second partial derivatives

of xðn;g; tÞ;vðn;g; tÞ. One similarly obtains the coefficients c12ðn;g; tÞ; c13ðn;g; tÞ; c14ðn;g; tÞ of the first partials derivatives
@g
@n2
; @g
@g1
; @g
@g2

in (2.4).
With the coefficients so derived the initial value problem (2.4) is of the form
@g
@t
¼ q c1ðn;g; tÞ

@2g

@n2
1

þ � � � þ c4ðn;g; tÞ
@2g
@g2

2

þ 2 c5ðn;g; tÞ
@2g

@n1@n2
þ � � � þ c10ðn;g; tÞ

@2g
@g1@g2

 !"

þc11ðn;g; tÞ
@g
@n1
þ � � � þ c14ðn;g; tÞ

@g
@g2

�
ð2:7Þ

gðn;g; 0Þ ¼ f0ðn;gÞ:
In terms of the solution to (2.7) and the inverse transformation (2.3) the solution to (1.1) as an initial value problem in all of
phase space is f ðx;v ; tÞ ¼ e2btgðnðx;v ; tÞ;gðx;v ; tÞ; tÞ.

To solve the initial, boundary value problem (1.1) and (1.2) defined on the domain A the periodic boundary condition in n
is introduced with the assumption that 0 6 n1; n2 6 L. Also, to deal with the infinite domain in g a further transformation of
independent variable is made. Let gðuÞ ¼ ðg1;g2Þ such that
g1 ¼ g1ðu1Þ ¼
cu1ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� u2

1

q ; g2 ¼ g2ðu2Þ ¼
cu2ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� u2

2

q ; �1 < u1;u2 < 1: ð2:8Þ
Here c is a positive constant. Let s1ðu1Þ ¼ 1
c ð1� u2

1Þ
3=2
; s2ðu2Þ ¼ 1

c ð1� u2
2Þ

3=2. In terms of variables n1; n2;u1;u2; t the Eq. (2.7) is
now put into the form of an initial, boundary value problem for gðn1; n2;u1;u2; tÞ given as
@g
@t
¼ q c1ðn;gðuÞ; tÞ

@2g

@n2
1

þ c2ðn;gðuÞ; tÞ
@2g

@n2
2

þ c3ðn;gðuÞ; tÞs1ðu1Þ
@

@u1
s1ðu1Þ

@g
@u1

� �
þ c4ðn;gðuÞ; tÞs2ðu2Þ

@

@u2
s2ðu2Þ

@g
@u2

� �"

þ2 c5ðn;gðuÞ; tÞ
@2g

@n1@n2
þ c6ðn;gðuÞ; tÞs1ðu1Þ

@2g
@n1@u1

þ � � � þ c10ðn;gðuÞ; tÞs1ðu1Þs2ðu2Þ
@2g

@u1@u2

 !

þc11ðn;gðuÞ; tÞ
@g
@n1
þ c12ðn;gðuÞ; tÞ

@g
@n2
þ c13ðn;gðuÞ; tÞs1ðu1Þ

@g
@u1
þ c14ðn;gðuÞ; tÞs2ðu2Þ

@g
@u2

�
;

gðn;u; 0Þ ¼ f0ðn;gðuÞÞ; gð0; n2;u; tÞ ¼ gðL; n2;u; tÞ; gðn1;0;u; tÞ ¼ gðn1; L; u; tÞ;
gðn;�1; u2; tÞ ¼ gðn;1;u2; tÞ ¼ gðn;u1;�1; tÞ ¼ gðn; u1;1; tÞ ¼ 0: ð2:9Þ
Through expressions of type (2.5) and (2.6) the coefficients c1; . . . ; c14 in (2.9) are obtained in terms of first and second partial
derivatives with respect to n;g of functions
x1ðn;gðuÞ; tÞ; x2ðn;gðuÞ; tÞ; v1ðn;gðuÞ; tÞ; v2ðn;gðuÞ; tÞ: ð2:10Þ
These functions are the solution to
dx1

dt
¼ v1; x1ð0Þ ¼ n1

dx2

dt
¼ v2; x2ð0Þ ¼ n2

dv1

dt
¼ E1ðxðn;gðuÞ; tÞ; tÞ � bv1; v1ð0Þ ¼ g1ðu1Þ ð2:11Þ

dv2

dt
¼ E2ðxðn;gðuÞ; tÞ; tÞ � bv2; v2ð0Þ ¼ g2ðu2Þ:
By periodicity the transformation defined by (2.2) and the inverse transformation (2.3) are now regarded as transformations
fromA toAwithA ¼ fðx;vÞ=0 6 x1; x2 6 L;�1 < v1;v2 <1g. In terms of the solution to (2.9) the solution to (1.1) is given as
f ðx;v ; tÞ ¼ e2btgðnðx;v ; tÞ; uðgðx; v; tÞÞ; tÞ: ð2:12Þ
Here uðgÞ ¼ ðu1ðg1Þ;u2ðg2ÞÞwhere u1ðg1Þ;u2ðg2Þ are the inverses of (2.8), and nðx;v ; tÞ;gðx; v; tÞ is the inverse transformation
(2.3). The function f ðx;v ; tÞ given by (2.12) is in turn used to obtain the charge density qðx; tÞ. Through the solution to (1.2)
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one then obtains the internally consistent field Eðx; tÞ in (2.11). The system to be solved is thus the Eq. (2.9) for gðn;u; tÞ com-
bined with (1.2) for the self consistent field Eðx; tÞ. In addition, the coefficients in (2.9) are derived from derivatives of solu-
tions to (2.11).

The derivatives of the functions (2.10) with respect to n;g needed for the coefficients in (2.9) are obtained by differenti-
ating (2.11) with respect to n;g and solving the resulting system of ODE’s. There are sixteen first partial derivatives with re-

spect to n;g. Derivatives with respect to n1 are obtained as follows: let �y ¼ @x1
@n1
; @x2
@n1
; @v1
@n1
; @v2
@n1

h iT
and
A ¼

0 0 1 0
0 0 0 1
@E1
@x1

@E1
@x2

�b 0
@E2
@x1

@E2
@x2

0 �b

0
BBBB@

1
CCCCA: ð2:13Þ
Then �y is the solution to
d
dt

�y ¼ A�y; �yð0Þ ¼ ½1;0;0; 0�T : ð2:14Þ
The remaining first partial derivatives of the functions (2.10) are obtained by replacing derivatives with respect to n1 in the
vector �y with derivatives with respect to n2;g1, and g2 and then solving (2.14) with conditions
�yð0Þ ¼ ½0;1;0;0�T ; ½0;0;1;0�T ; ½0;0;0;1�T , respectively. In the matrix A the functions @Ei

@xj
; i; j ¼ 1;2 are evaluated along charac-

teristic trajectories which are the solutions to (2.11). For example, @E1
@x1
¼ @E1

@x1
ðx1ðn;gðuÞ; tÞ; x2ðn;gðuÞ; tÞ; tÞ.

There are a total of forty second partial derivatives of the functions (2.10) with respect to n;g. That is, there are four func-
tions to be differentiated, x1; x2;v1; v2, and for each function there are ten second derivatives with respect to n1; n2;g1;g2 in
which the order of differentiation is not distinguished. The form of the system for second derivatives is demonstrated by

considering second partials with respect to n1; n2 given as follows: let �y ¼ @2x1
@n1@n2

; @2x2
@n1@n2

; @2v1
@n1@n2

; @2v2
@n1@n2

h iT
. Then �y is the solution to
d
dt

�y ¼ A�yþ G; �yð0Þ ¼ ½0;0; 0;0�T : ð2:15Þ
Here A is the matrix (2.13) and G ¼ ½0;0;G1;G2�T in which
G1 ¼
@2E1

@x2
1

@x1

@n1

� �
@x1

@n2

� �
þ @2E1

@x1@x2

@x1

@n1

@x2

@n2
þ @x1

@n2

@x2

@n1

� �
þ @

2E1

@x2
2

@x2

@n1

� �
@x2

@n2

� �

G2 ¼
@2E2

@x2
1

@x1

@n1

� �
@x1

@n2

� �
þ @2E2

@x1@x2

@x1

@n1

@x2

@n2
þ @x1

@n2

@x2

@n1

� �
þ @

2E2

@x2
2

@x2

@n1

� �
@x2

@n2

� �
:

In G1;G2 the functions @xi
@nj
; i; j ¼ 1;2 are obtained as solutions to systems for the first partial derivatives of which (2.14) is

repesentative. The second partials of E are evaluated along characteristic trajectories as @2E1
@x2

1
¼ @2E1

@x2
1
ðx1ðn;gðuÞ; tÞ;

x2ðn;gðuÞ; tÞ; tÞ. The system (2.15) accounts for four second partial derivatives of xðn;gðuÞ; tÞ;vðn;gðuÞ; tÞ; tÞ. The remaining
thirty six second partial derivatives are derived as solutions to nine similar systems for other second derivative combinations
of n1; n2;g1;g2.

2.2. Constant magnetic field, Bz – 0

If a constant magnetic field is introduced in the x3 direction, i.e., perpendicular to the plane of x1; x2 then the electric field
E in (1.1) is replaced with Eþ v � B with B the magnetic field. The form of Eþ v � B in two dimensions is given in the Intro-
duction. For B ¼ ð0;0;BzÞ with Bz ¼ b, constant, then Eþ v � B ¼ ðE1 þ v2b; E2 � v1b;0Þ. Thus Eq. (1.1) is replaced with
@f
@t
þ v � rxf þ ðE1 þ v2b; E2 � v1bÞ � rv f ¼ rv � ðbvf þ qrv f Þ; f ðx;v ;0Þ ¼ f0ðx; vÞ: ð2:16Þ
Eq. (1.2) remains the same, and the system to be solved is (2.16) and (1.2) along with periodic boundary conditions in x.
The characteristic equations associated with the first order transport part of (2.16) are
dx1

dt
¼ v1; x1ð0Þ ¼ n1

dx2

dt
¼ v2; x2ð0Þ ¼ n2

dv1

dt
¼ E1ðxðtÞ; tÞ þ bv2 � bv1; v1ð0Þ ¼ g1 ð2:17Þ

dv2

dt
¼ E2ðxðtÞ; tÞ � bv1 � bv2; v2ð0Þ ¼ g2
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As with the solution to (2.1) the solution to (2.17) is written
x1ðtÞ ¼ x1ðn1; n2;g1;g2; tÞ; x2ðtÞ ¼ x2ðn1; n2;g1;g2; tÞ;
v1ðtÞ ¼ v1ðn1; n2;g1;g2; tÞ; v2ðtÞ ¼ v2ðn1; n2;g1;g2; tÞ: ð2:18Þ
These functions define the transformation ðn;gÞ ! ðx;vÞ of R4 ! R4 with nonzero Jacobian. In fact, the Jacobian for the trans-
formation based on (2.17) is the same as that based on (2.1). Thus the inverse transformation and change of variables is de-
fined as with (2.3). One then exactly proceeds with the development following (2.3) to put Eq. (2.16) into the form (2.7). The
only difference in this reformulation of system (2.16) and (1.2) from that of (1.1) and (1.2) is that the coefficients in (2.7)
depend on the partial derivatives of the solution to (2.17) instead of on the derivatives of the solution to (2.1). With coeffi-
cients based on the solutions to (2.17) the Eq. (2.7) is further transformed to the form (2.9). The characteristic system (2.17)

is written as for (2.11) with initial points v1ð0Þ ¼ g1ðu1Þ ¼ cu1=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� u2

1

q
; v2ð0Þ ¼ g2ðu2Þ ¼ cu2=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� u2

2

q
.

To obtain the derivatives of the solutions to (2.17) with respect to n;g needed for the coefficients in (2.9) the matrix A
given by (2.13) is replaced with
A ¼

0 0 1 0
0 0 0 1
@E1
@x1

@E1
@x2

�b b
@E2
@x1

@E2
@x2

�b �b

0
BBBB@

1
CCCCA: ð2:19Þ
With this change one then proceeds with the development following (2.13). Solving the systems of type (2.14) and (2.15)
with the matrix A given by (2.19) then provides the required derivatives of the solutions to (2.17).

The numerical procedure for solving (1.1) and (1.2) is a type of deterministic particle method which is a generalization of
the method given in [28] for the 1-D Vlasov–Poisson–Fokker–Planck system. The approach is to obtain the solution to (1.1)
and (1.2) by means of a sequence of solutions to (2.9) and (1.2). This is done in the following way: given the time interval
½0; T� let T1 be such that T=T1 ¼ M an integer. The interval ½0; T� is divided into subintervals ½mT1; ðmþ 1ÞT1� for
m ¼ 0;1; . . . M � 1. Let f ðx;v ;�tÞ be the solution to (1.1) and (1.2) for 0 6 �t 6 T . On the time interval mT1 6 �t 6 ðmþ 1ÞT1

let t ¼ �t �mT1. Then
f ðx;v ;�tÞ ¼ e2btgðnðx;v ; tÞ; uðgðx; v; tÞÞ; tÞ; t 2 ½0; T1� ð2:20Þ
and such that gðn;u; tÞ is the solution to (2.9) and (1.2) with gðn;u;0Þ ¼ f ðn;gðuÞ;mT1Þ. If m ¼ 0 then f ðx;v ;mT1Þ ¼ f0ðx;vÞ. If
m > 0 then f ðx;v;mT1Þ ¼ e2bT1 gðnðx;v ; T1Þ;uðgðx;v ; T1ÞÞ; T1Þ such that gðn;u; tÞ is the solution to (2.9) and (1.2) for t 2 ½0; T1�
with gðn;u;0Þ ¼ f ðn;gðuÞ; ðm� 1ÞT1Þ. The numerical method discretizes this procedure. The path of a particle in phase space
is obtained from a discrete approximation of (2.11). In accordance with (2.12) the solution g of (2.9) provides the value of f of
(1.1) along the particle trajectory given by the solution to (2.11). Hence, the charge along the approximate trajectory is deter-
mined at each time step from the solution to (2.9). The Eq. (2.9) is approximated by a finite difference equation which is
solved on a fixed grid by either an iterative SOR type algorithm or by a direct Douglas–Rachford method. To get the coeffi-
cients in (2.9) one solves discretized versions of equations (2.14) and (2.15) for the first and second partial derivatives with
respect to n;g of a trajectory xðn;gðuÞ; tÞ;vðn;gðuÞ; tÞ. This provides the approximation to matrices Q and A, and the coeffi-
cients are then derived from the solutions to (2.5) and (2.6). The field Eðx; tÞ is approximated by a 2-D particle-in-cell method.
At time t ¼ T1 the solution along trajectories is interpolated onto the fixed grid as initial data for (2.9). The solution to (2.9)
for g is restarted and the particle computation is then repeated for the time interval ½ðmþ 1ÞT1; ðmþ 2ÞT1�. This regriding of
the solution greatly improves the long term stability and accuracy of the numerical method. With some relatively minor
changes the numerical method for solving (1.1) and (1.2) is adapted to the system (2.16) and (1.2). A more detailed descrip-
tion of the numerical method is given in the next section.

3. The numerical method

The description of the discrete method for approximating solutions to (1.1) and (1.2) or (2.16) and (1.2) generalizes to two
dimensions the description of the discrete approximation for the one dimensional system given in [28], Section 2. We will
first outline the method as it applies to system (1.1) and (1.2) and then point out the changes needed to apply the method to
the system (2.16) and (1.2).

3.1. Partition of phase space and time interval

Several domains of definition for functions are defined. Phase space is the ðx;vÞ domain given by
A ¼ fðx;vÞ=0 6 x1; x2 6 L;�1 < v1;v2 <1g:
The system (1.1) and (1.2) is defined on A. The set A0 is defined by
A0 ¼ fðn;gÞ=0 6 n1; n2 6 L;�1 < g1;g2 <1g
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in which ðn;gÞ are defined by the inverse transformation (2.3) as applied to the problem with periodic boundary conditions.
The points ðn;gÞ 2 A0 are initial points for the solution to (2.11). The domain X is defined as
X ¼ fðn; uÞ=0 6 n1; n2 6 L;�1 < u1; u2 < 1g
and such that g1 ¼
cu1ffiffiffiffiffiffiffiffi
1�u2

1

p ; g2 ¼
cu2ffiffiffiffiffiffiffiffi
1�u2

2

p . The Eq. (2.9) is defined on X.

The domain X is partitioned as follows: given integers Nx;Nv let Dn ¼ L=Nx; Du ¼ 2=ðNv þ 1Þ. We define multiindices, i; j,
as i ¼ ði1; i2Þ; j ¼ ðj1; j2Þ. Then ni ¼ ðn1;i1 ; n2;i2 Þ and uj ¼ ðu1;j1 ;u2;j2 Þ such that
n1;i1 ¼ ði1 � 1=2ÞDn; n2;i2 ¼ ði2 � 1=2ÞDn; i1; i2 ¼ 1; . . . ;Nx; ð3:1Þ
u1;j1 ¼ �1þ j1Du; u2;j2 ¼ �1þ j2Du; j1; j2 ¼ 1; . . . ;Nv : ð3:2Þ
Thus the region
ðn;uÞ= 0 6 n1; n2 6 L; � Nv

Nv þ 1
6 u1; u2 6

Nv

Nv þ 1

� �
is subdivided into a uniform rectangular type grid with the point ðni;ujÞ the center of the i; j ‘‘rectangle” on the grid. The
region
ðn;uÞ= 0 6 n1; n2 6 L; �1 < u1 or u2 < �
Nv

Nv þ 1
or

Nv

Nv þ 1
< u1 or u2 < 1

� �

is the part of X associated with points at infinity at which the distribution function is zero.

Let gj ¼ gðujÞ ¼ ðg1;j1
;g2;j2

Þ such that
g1;j1
¼ cu1;j1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� u2
1;j1

q ; g2;j2
¼ cu2;j2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� u2
2;j2

q ; j1; j2 ¼ 1; . . . ;Nv : ð3:3Þ
The points ðni;ujÞ in X then correspond to points ðni;gjÞ in A0.
The partition of the time interval ½0; T� is the same as in [28], Section 2.1. Let T1 < T be such that MT1 ¼ T for a positive

integer M. For a positive integer Ng let Dt ¼ T1=Ng . Then tn ¼ nDt; n ¼ 0;1; . . . ;Ng is a partition of the interval ½0; T1�. Let
sm ¼ mT1; m ¼ 0;1; . . . ;M and �tk ¼ sm þ tn for k ¼ mNg þ n. The deterministic particle method is carried out on the time
interval ½0; T1�with discrete time variable tn. This involves discretizing Eq. (2.9) and the systems of ODE’s for the particle tra-
jectories and partial derivatives. The reconstruction of the distribution function on the fixed grid from the solution along par-
ticle trajectories is done at times sm; m ¼ 1;2; . . . ;M. The actual time of the discrete approximation is given by
�tk; k ¼ 0;1; . . . ;Nt for Nt ¼ MNg .

3.2. The deterministic particle method on ½0; T1�

3.2.1. The initial data
On the time interval ½mT1; ðmþ 1ÞT1�; m ¼ 0;1; . . . ;M � 1; the solution to (1.1) and (1.2) is obtained by approximating the

solution to (2.9) along with approximations to (2.11) and to equations for partial derivatives of type (2.14) and (2.15). The
initial function for (2.9) is gðn;u; 0Þ ¼ f ðn;gðuÞ;mT1Þ where f ðx;v ;�tÞ is the solution to (1.1) and (1.2). If m ¼ 0 then
f ðn;gðuÞ;0Þ ¼ f0ðn;gðuÞÞ. It is assumed that

R
A f0ðx;vÞdvdx ¼ K . The notation is for x ¼ ðx1; x2Þ then dx ¼ dx1dx2 and similarly

for dv. Thus, in terms of variables n;g and n;u then
Z
A0

f0ðn;gÞdndg ¼
Z

X
f0ðn;gðuÞÞ

@ðn;gÞ
@ðn;uÞ


dndu

¼
Z L

0

Z L

0

Z 1

�1

Z 1

�1
f0 n1; n2;

cu1ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� u2

1

q ;
cu2ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� u2

2

q
0
B@

1
CA c2

ð1� u2
1Þ

3=2ð1� u2
2Þ

3=2 dudn ¼ K:
Therefore for m ¼ 0
Z
X

gðn; u;0Þ c2

ð1� u2
1Þ

3=2ð1� u2
2Þ

3=2 dudn ¼
Z

X
f0ðn;gðuÞÞ

c2

ð1� u2
1Þ

3=2ð1� u2
2Þ

3=2 dudn ¼ K:
If gðn;u; tÞ is the solution to (2.9) for �t 2 ½sm; smþ1�; t ¼ �t � sm, then let gm;n
i;j ¼ gm;n

i1 ;i2 ;j1 ;j2
be the approximation to gðni;uj; tnÞ;

tn 2 ½0; T1�. The initial data at tn ¼ 0 is then denoted gm;0
i;j . For m ¼ 0;n ¼ 0, that is sm ¼ 0; tn ¼ 0 and �tk ¼ 0 let
�g0
i;j ¼ f0ðni;gjÞ; i1; i2 ¼ 1; . . . ;Nx; j1; j2 ¼ 1; . . . ;Nv ;
with gj ¼ gðujÞ given by (3.3). Let
k ¼ 1
K

X
i;j

�g0
i;j

c2

1� u2
1;j1

� �3=2
1� u2

2;j2

� �3=2 ðDuDnÞ2:
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Then g0;0
i;j ¼ �g0

i;j=k. Thus
X
i;j

g0;0
i;j

c2

1� u2
1;j1

� �3=2
1� u2

2;j2

� �3=2 ðDuDnÞ2 ¼ K
and the grid function gm;n
i;j is normalized at �tk ¼ 0 to preserve the L1 norm of the initial data or total charge.

For m > 0 the initial function for (2.9) is gðn;u;0Þ ¼ f ðn;gðuÞ; smÞ with f ðx;v ;�tÞ the solution to (1.1) and (1.2). In this case
the initial grid function gm;0

i;j is obtained from the regriding process described in Section 3.3. That is the solution computed by
the deterministic method for the time interval ½sm�1; sm� is reconstructed on the fixed grid at time sm to provide the approx-
imation to f ðn;gðuÞ; smÞ.

3.2.2. The approximation of (2.9), the transformed Vlasov–Fokker–Planck equation
The approximate solution to (2.9) on the time interval �t 2 ½sm; smþ1� with tn 2 ½0; T1� is gm;n

i;j ; n ¼ 0;1; . . . ;Ng . If n ¼ 0 then
gm;0

i;j is given in Section 3.2.1. Let c1ði; j; tnÞ; . . . ; c14ði; j; tnÞ be the approximation to coefficients
c1ðni;gðujÞ; tnÞ; . . . ; c14ðni;gðujÞ; tnÞ in (2.9). For simplicity we let gm;n

i;j ¼ gn
i;j. Then given gn

i;j the grid function gnþ1
i;j is compute

as follows. We first introduce some notation. Let
sl;jl ¼
ð1� u2

l;jl
Þ3=2

c
; s0

l;jl
¼
ð1� ðul;jl � :5DuÞ2Þ3=2

c
;

s1
l;jl
¼
ð1� ðul;jl þ :5DuÞ2Þ3=2

c
; l ¼ 1;2:
The quantity s1ðu1Þ @
@u1

s1ðu1Þ @g
@u1

� �
is approximated by
s1;j1 s1
1;j1

gi;j1þ1;j2
�gi;j1 ;j2

Du

� �
� s0

1;j1

gi;j1 ;j2
�gi;j1�1;j2
Du

� �h i
Du

¼
s1;j1 s1

1;j1
gi;j1þ1;j2

� s1
1;j1
þ s0

1;j1

� �
gi;j1 ;j2

þ s0
1;j1

gi;j1�1;j2

� �
ðDuÞ2

:

The centered difference approximation to s1ðu1Þ @g
@u1

is
s1;j1 ðgi;j1þ1;j2
� gi;j1�1;j2

Þ
2Du

:

The quantities s2ðu2Þ @
@u2

s2ðu2Þ @g
@u2

� �
and s2ðu2Þ @g

@u2
are similarly approximated. The notation for a finite difference approxima-

tion to (2.9) is
D2
n1

gi;j ¼
gi1þ1;i2 ;j � 2gi1 ;i2 ;j þ gi1�1;i2 ;j

ðDnÞ2
; D2

n2
gi;j ¼

gi1 ;i2þ1;j � 2gi1 ;i2 ;j þ gi1 ;i2�1;j

ðDnÞ2
;

D2
u1

gi;j ¼
s1;j1 ðs1

1;j1
gi;j1þ1;j2 � ðs

1
1;j1
þ s0

1;j1
Þgi;j1 ;j2

þ s0
1;j1

gi;j1�1;j2 Þ
ðDuÞ2

;

D2
u2

gi;j ¼
s2;j2 s1

2;j2
gi;j1 ;j2þ1 � s1

2;j2
þ s0

2;j2

� �
gi;j1 ;j2

þ s0
2;j2

gi;j1 ;j2�1

� �
ðDuÞ2

;

D0;n1 gi;j ¼
gi1þ1;i2 ;j � gi1�1;i2 ;j

2Dn
; D0;n2 gi;j ¼

gi1 ;i2þ1;j � gi1 ;i2�1;j

2Dn
;

D0;u1 gi;j ¼
s1;j1 ðgi;j1þ1;j2

� gi;j1�1;j2
Þ

2Du
; D0;u2 gi;j ¼

s2;j2 ðgi;j1 ;j2þ1 � gi;j1 ;j2�1Þ
2Du

:

It is also convenient to define the difference operators for l ¼ 1;2 as
d2
nl
¼ ðDnÞ2D2

nl
; d2

ul
¼ ðDuÞ2D2

ul
; d0;nl

¼ ð2DnÞD0;nl
; d0;ul

¼ ð2DuÞD0;ul
:

So, for example, d2
n1

gi;j ¼ gi1þ1;i2 ;j � 2gi1 ;i2 ;j þ gi1�1;i2 ;j.
Let cl ¼ clði; j; tnÞ. The grid function �gnþ1

i;j is obtained as the solution to the semi-implicit difference equation
�gnþ1
i;j ¼ gn

i;j þ qDt c1D2
n1
þ c2D2

n2
þ c3D2

u1
þ c4D2

u2

� �
�gnþ1

i;j þ 2 c5D0;n1 D0;n2 þ c6D0;n1 D0;u1 þ c7D0;n1 D0;u2

�h
þc8D0;n2 D0;u1 þ c9D0;n2 D0;u2 þ c10D0;u1 D0;u2

	
gn

i;j þ c11D0;n1 þ c12D0;n2 þ c13D0;u1 þ c14D0;u2

� 	
gn

i;j

i
ð3:4Þ
If i1 ¼ 1 then �gnþ1
i1�1;i2 ;j

¼ �gnþ1
Nx ;i2 ;j

, if i1 ¼ Nx then �gnþ1
i1þ1;i2 ;j

¼ �gnþ1
1;i2 ;j

. If i2 ¼ 1 then �gnþ1
i1 ;i2�1;j ¼ �gnþ1

i1 ;Nx ;j
, if i2 ¼ Nx then �gnþ1

i1 ;i2þ1;j ¼ �gnþ1
i1 ;1;j

. This is

the periodic boundary condition in n. If j1 ¼ 1 then �gnþ1
i;j1�1;j2

¼ 0, if j1 ¼ Nv then �gnþ1
i;j1þ1;j2

¼ 0. If j2 ¼ 1 then �gnþ1
i;j1 ;j2�1 ¼ 0, if j2 ¼ Nv

then �gnþ1
i;j1 ;j2þ1 ¼ 0. This is the zero boundary condition condition at u1;u2¼þ � 1.

Eq. (3.4) can be solved by an iterative procedure which is a direct generalization of the iterative procedure for the one
dimensional Eq. (2.3) [28]. Let r1 ¼ Dt=ðDnÞ2; r2 ¼ Dt=ðDuÞ2; p1 ¼ Dt=ð2DnÞ; p2 ¼ Dt=ð2DuÞ. Then (3.4) is written as
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1þ 2qc1r1 þ 2qc2r1 þ qc3r2s1;j1 s1
1;j1
þ s0

1;j1

� �
þ qc4r2s2;j2 s1

2;j2
þ s0

2;j2

� �� �
�gnþ1

i;j

¼ qc1r1 �gnþ1
i1þ1;i2 ;j

þ �gnþ1
i1�1;i2 ;j

� �
þ qc2r1 �gnþ1

i1 ;i2þ1;j þ �gnþ1
i1 ;i2�1;j

� �
þ qc3r2s1;j1 s1

1;j1
�gnþ1

i;j1þ1;j2
þ s0

1;j1
�gnþ1

i;j1�1;j2

� �
þ qc4r2s2;j2 s1

2;j2
�gnþ1

i;j1 ;j2þ1 þ s0
2;j2

�gnþ1
i;j1 ;j2�1

� �
þ Fn

i;j
where Fn
i;j is
Fn
i;j ¼ gn

i;j þ
1
2

q c5r1d0;n1 d0;n2 þ c6
ffiffiffiffiffiffiffiffiffi
r1r2
p

d0;n1 d0;u1 þ c7
ffiffiffiffiffiffiffiffiffi
r1r2
p

d0;n1 d0;u2 þ c8
ffiffiffiffiffiffiffiffiffi
r1r2
p

d0;n2 d0;u1 þ c9
ffiffiffiffiffiffiffiffiffi
r1r2
p

d0;n2 d0;u2

�
þc10r2d0;u1 d0;u2

�
gn

i;j þ q c11p1d0;n1 þ c12p1d0;n2 þ c13p2d0;u1 þ c14p2d0;u2

� �
gn

i;j
Let
di;j ¼ 1þ 2qc1r1 þ 2qc2r1 þ qc3r2s1;j1 s1
1;j1
þ s0

1;j1

� �
þ qc4r2s2;j2 s1

2;j2
þ s0

2;j2

� �

then
�gnþ1
i;j ¼

qc1r1

di;j
�gnþ1

i1þ1;i2 ;j
þ �gnþ1

i1�1;i2 ;j

� �
þ qc2r1

di;j
�gnþ1

i1 ;i2þ1;j þ �gnþ1
i1 ;i2�1;j

� �
þ qc3r2s1;j1

di;j
s1

1;j1
�gnþ1

i;j1þ1;j2
þ s0

1;j1
�gnþ1

i;j1�1;j2

� �

þ qc4r2s2;j2

di;j
s1

2;j2
�gnþ1

i;j1 ;j2þ1 þ s0
2;j2

�gnþ1
i;j1 ;j2�1

� �
þ 1

di;j
Fn

i;j:
Given gn
i;j the Jacobi method for obtaining �gnþ1

i;j is the extension to two dimensions of [28], (2.5). That is let h0
i;j ¼ gn

i;j, then for
k ¼ 0;1;2; . . .
hkþ1
i;j ¼

qc1r1

di;j
hk

i1þ1;i2 ;j
þ hk

i1�1;i2 ;j

� �
þ qc2r1

di;j
hk

i1 ;i2þ1;j þ hk
i1 ;i2�1;j

� �
þ qc3r2s1;j1

di;j
s1

1;j1
hk

i;j1þ1;j2
þ s0

1;j1
hk

i;j1�1;j2

� �

þ qc4r2s2;j2

di;j
s1

2;j2
hk

i;j1 ;j2þ1 þ s0
2;j2

hk
i;j1 ;j2�1

� �
þ 1

di;j
Fn

i;j: ð3:5Þ
Letting khkk ¼maxi;jjhk
i;jj and
HðtnÞ ¼max
i;j

2qc1r1 þ 2qc2r1 þ qc3r2s1;j1 s1
1;j1
þ s0

1;j1

� �
þ qc4r2s2;j2 s1

2;j2
þ s0

2;j2

� �� �
=di;j

h i

then 0 < HðtnÞ < 1 and one can readily verify that khkþ1 � hkk 6 HðtnÞkhk � hk�1k. Therefore, the sequence fhk

i;jg converges
uniformly in i; j and limk!1hk

i;j ¼ �gnþ1
i;j .

The convergence rate of the iterative procedure (3.5) is accelerated by the method of successive overrelaxation (SOR).
Thus, for il > 1; jl > 1; l ¼ 1;2 then (3.5) is replaced by
�hkþ1
i;j ¼

qc1r1

di;j
hk

i1þ1;i2 ;j
þ hkþ1

i1�1;i2 ;j

� �
þ qc2r1

di;j
hk

i1 ;i2þ1;j þ hkþ1
i1 ;i2�1;j

� �
þ qc3r2s1;j1

di;j
s1

1;j1
hk

i;j1þ1;j2
þ s0

1;j1
hkþ1

i;j1�1;j2

� �

þ qc4r2s2;j2

di;j
s1

2;j2
hk

i;j1 ;j2þ1 þ s0
2;j2

hkþ1
i;j1 ;j2�1

� �
þ 1

di;j
Fn

i;j ð3:6Þ
and
hkþ1
i;j ¼ x�hkþ1

i;j þ ð1�xÞhk
i;j: ð3:7Þ
Here x > 1 is the overrelaxation parameter. According to theory in [2] to obtain an optimal x one must determine the eigen-
values, k, that are the solutions to
qc1r1

di;j
ðhi1þ1;i2 ;j þ hi1�1;i2 ;jÞ þ

qc2r1

di;j
ðhi1 ;i2þ1;j þ hi1 ;i2�1;jÞ þ

qc3r2s1;j1

di;j
s1

1;j1
hi;j1þ1;j2 þ s0

1;j1
hi;j1�1;j2

� �
þ qc4r2s2;j2

di;j
s1

2;j2
hi;j1 ;j2þ1 þ s0

2;j2
hi;j1 ;j2�1

� �
¼ khi;j ð3:8Þ
The optimal x for the SOR algorithm is derived from the maximal eigenvalue, kmax, according to the formula [2] (3–113). As
in [28] we approximate the maximal eigenvalue of (3.8) by HðtnÞ and compute
xb ¼
2

1þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ðHðtnÞÞ2

q :
It is also useful to have a direct method for solving (3.4). The Douglas–Rachford method described in [27] and applied in
[28], Section 2.2.2 for the one dimensional problem can be generalized to the problem in two dimensions. Eq. (3.4) is put into
the form
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1� qc1r1d
2
n1
� qc2r1d

2
n2
� qc3r2d

2
u1
� qc4r2d

2
u2

� �
�gnþ1

i;j ¼ Fn
i;j: ð3:9Þ
Eq. (3.9) is then replaced with
1� qc1r1d
2
n1
� qc3r2d

2
u1

� �
1� qc2r1d

2
n2
� qc4r2d

2
u2

� �
�gnþ1

i;j

¼ qc1r1d
2
n1

� �
qc2r1d

2
n2

� �
þ qc1r1d

2
n1

� �
qc4r2d

2
u2

� �
þ qc3r2d

2
u1

� �
qc2r1d

2
n2

� �
þ qc3r2d

2
u1

� �
qc4r2d

2
u2

� �h i
gn

i;j þ Fn
i;j:

ð3:10Þ
The products of operators on the left side at time tnþ1, for example, qc1r1d
2
n1

� �
qc2r1d

2
n2

� �
�gnþ1

i;j , are balanced by the products on
the right side at time tn, for the example qc1r1d

2
n1

� �
qc2r1d

2
n2

� �
gn

i;j. The Eq. (3.10) is equivalent to
1� qc1r1d
2
n1
� qc3r2d

2
u1

� �
g�i;j ¼ qc2r1d

2
n2
þ qc4r2d

2
u2

� �
gn

i;j þ Fn
i;j; ð3:11Þ

1� qc2r1d
2
n2
� qc4r2d

2
u2

� �
�gnþ1

i;j ¼ g�i;j � qc2r1d
2
n2
þ qc4r2d

2
u2

� �
gn

i;j: ð3:12Þ
Eqs. (3.11) and (3.12) are then replaced with
1� qc1r1d
2
n1

� �
1� qc3r2d

2
u1

� �
g�i;j ¼ qc1r1d

2
n1

� �
qc3r2d

2
u1

� �
gn

i;j þ qc2r1d
2
n2
þ qc4r2d

2
u2

� �
gn

i;j þ Fn
i;j; ð3:13Þ

1� qc2r1d
2
n2

� �
1� qc4r2d

2
u2

� �
�gnþ1

i;j ¼ qc2r1d
2
n2

� �
qc4r2d

2
u2

� �
gn

i;j þ g�i;j � qc2r1d
2
n2
þ qc4r2d

2
u2

� �
gn

i;j: ð3:14Þ
Eqs. (3.13) and (3.14) are then further divided as
1� qc1r1d
2
n1

� �
~gi;j ¼ qc3r2d

2
u1
þ qc2r1d

2
n2
þ qc4r2d

2
u2

� �
gn

i;j þ Fn
i;j; ð3:15Þ

1� qc3r2d
2
u1

� �
g�i;j ¼ � qc3r2d

2
u1

� �
gn

i;j þ ~gi;j; ð3:16Þ

1� qc2r1d
2
n2

� �
ĝi;j ¼ � qc2r1d

2
n2

� �
gn

i;j þ g�i;j; ð3:17Þ

1� qc4r2d
2
u2

� �
�gnþ1

i;j ¼ � qc4r2d
2
u2

� �
gn

i;j þ ĝi;j: ð3:18Þ
The Eqs. (3.15)–(3.17) and (3.18) constitute the Douglas–Rachford method in the four dimensional phase space. Thus for
each of indices i2; j1; j2 the system (3.15) is solved in the index i1. Then given ~gi;j the system (3.16) is solved in j1 for each
i1; i2; j2. Given g�i;j the system (3.17) is solved in i2 for each i1; j1; j2. Then (3.18) is solved in j2 for each i1; i2; j1 which gives
the array �gnþ1

i;j . Eqs. (3.15) and (3.17) require periodic boundary conditions in n1; n2. Eqs. (3.16) and (3.18) require zero bound-
ary conditions at u1;u2¼þ�1.

The solution to (1.1) preserves the L1 norm or total charge, that is,
R
A f ðx;v ;�tÞdvdx ¼ K for �t 2 ½0; T�. For

�t 2 ½mT1; ðmþ 1ÞT1� and t ¼ �t �mT1; t 2 ½0; T1� the function f ðx;v ;�tÞ is represented in terms of the solution to (2.9) by
(2.20). Therefore, a change of variables in the integral is carried out from ðx;vÞ ! ðn;gÞ and then ðn;gÞ ! ðn; uÞ. The respec-
tive Jacobian determinants for these change of variables are j@ðx;vÞ=@ðn;gÞj ¼ e�2bt and j@ðn;gÞ=@ðn;uÞj ¼ c2= 1� u2

1

� 	3=2
�

1� u2
2

� 	3=2Þ. The L1 norm in terms of the function gðn; u; tÞ which is the solution to (2.9) is given as
Z
X

gðn;u; tÞ c2

1� u2
1

� 	3=2 1� u2
2

� 	3=2 dudn ¼ K:
For the discrete approximation we let
k ¼ 1
K

X
i;j

�gnþ1
i;j

c2

1� u2
1;j1

� �3=2
1� u2

2;j2

� �3=2 ðDuDnÞ2
and then gnþ1
i;j ¼ gm;nþ1

i;j ¼ �gnþ1
i;j =k. Thus, the grid function gm;nþ1

i;j has the property that
X
i;j

gm;nþ1
i;j

c2

1� u2
1;j1

� �3=2
1� u2

2;j2

� �3=2 ðDuDnÞ2 ¼ K:
This renormalization of gm;n
i;j at each step preserves the discrete L1 norm of the approximate solution.

As in [28] the iterative SOR procedure is most advantageous for relatively small values of the diffusion parameter, q. This
is because for fixed values of the coefficients c1; . . . ; c4 the smaller the q value the smaller the quantity HðtnÞ, and the greater
is the rate of convergence of the iterative procedure. For larger q values the iterative method may converge too slowly, and
the preference can be to solve (3.4) by the direct Douglas–Rachford method.

3.2.3. The approximation of (2.11), particle trajectories
For tn 2 ½0; T1� let ðxðni;gj; tnÞ;vðni;gj; tnÞÞ be the solution to (2.11) with initial point xðni;gj;0Þ ¼ ni; vðni;gj; 0Þ ¼ gj. Here

ni ¼ ðn1;i1 ; n2;i2 Þ and gj ¼ gðujÞ ¼ ðg1;j1
;g2;j2

Þ where g1;j1
¼ cu1;j1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� u2

1;j1

q.
; g2;j2

¼ cu2;j2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� u2

2;j2

q.
. The approximation to this
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trajectory where i ¼ ði1; i2Þ; j ¼ ðj1; j2Þ is denoted ðxði; j; tnÞ;vði; j; tnÞÞ ¼ ðx1ði; j; tnÞ; . . . ;v2ði; j; tnÞÞ. The approximation to the
electric field Eðxðni;gj; tnÞ; tnÞ in (2.11) is denoted Eðxði; j; tnÞ; tnÞ ¼ ðE1ðxði; j; tnÞ; tnÞ; E2ðxði; j; tnÞ; tnÞÞ. For tn 6 t 6 tnþ1 the
approximate trajectory is obtained as the solution to the system of equations
dx1

dt
¼ v1; x1ðtnÞ ¼ x1ði; j; tnÞ

dv1

dt
¼ E1ðxði; j; tnÞ; tnÞ � bv1; v1ðtnÞ ¼ v1ði; j; tnÞ

dx2

dt
¼ v2; x2ðtnÞ ¼ x2ði; j; tnÞ

dv2

dt
¼ E2ðxði; j; tnÞ; tnÞ � bv2; v2ðtnÞ ¼ v2ði; j; tnÞ
These equations are integrated exactly as in [28], Section 2.2.3. Therefore, the equations for the particle trajectories given in
vector notation are: let xði; j;0Þ ¼ ni; vði; j;0Þ ¼ gj. Then given xði; j; tnÞ;vði; j; tnÞ and Eðxði; j; tnÞ; tnÞ quantities at time tnþ1 are
xði; j; tnþ1Þ ¼ xði; j; tnÞ þ
1� e�bDt

b

� �
vði; j; tnÞ þ

Dt
b
� 1� e�bDt

b2

� �
Eðxði; j; tnÞ; tnÞ; ð3:19Þ

vði; j; tnþ1Þ ¼ e�bDtvði; j; tnÞ þ
1� e�bDt

b

� �
Eðxði; j; tnÞ; tnÞ: ð3:20Þ
3.2.4. Approximation of the first partial derivative equations (2.14) and the coefficients c1; . . . ; c10

For an exact trajectory with initial point xðni;gj; 0Þ ¼ ni; vðni;gj;0Þ ¼ gj the first partial derivatives with respect to n;g can

be written @xl
@nk
ðni;gj; tÞ;

@v l
@nk
ðni;gj; tÞ;

@xl
@gk
ðni;gj; tÞ;

@v l
@gk
ðni;gj; tÞ with l ¼ 1;2 and k ¼ 1;2. The system for first partial derivatives

with respect to n1 is given by (2.14). The approximation to the first partial derivatives at tn 2 ½0; T1� are denoted
@xl
@nk
ði; j; tnÞ; @v l

@nk
ði; j; tnÞ; @xl

@gk
ði; j; tnÞ; @v l

@gk
ði; j; tnÞ. As in [28], Section 2.2.4 the equations for these quantities are derived by differ-

entiating (3.19) and (3.20) with respect to n;g. Let @xl
@nk
ði; j; tnÞ ¼ @xl

@nk
ðtnÞ and similarly with other approximate partial deriva-

tives. At tn ¼ 0 let @xl
@nk
ð0Þ ¼ 1; l ¼ k; @xl

@nk
ð0Þ ¼ 0; l – k; @xl

@gk
ð0Þ ¼ 0, and @v l

@nk
ð0Þ ¼ 0; @v l

@gk
ð0Þ ¼ 1; l ¼ k; @v l

@gk
ð0Þ ¼ 0; l – k. Then

given the values of @xl
@nk
ðtnÞ; @v l

@nk
ðtnÞ; @xl

@gk
ðtnÞ; @v l

@gk
ðtnÞ the quantities at time tnþ1 are computed as
@xl

@nk
ðtnþ1Þ ¼

@xl

@nk
ðtnÞ þ

1� e�bDt

b

� �
@v l

@nk
ðtnÞ þ

Dt
b
� 1� e�bDt

b2

� �
@El

@x1
ðxðtnÞ; tnÞ

@x1

@nk
ðtnÞ þ

@El

@x2
ðxðtnÞ; tnÞ

@x2

@nk
ðtnÞ

 !
ð3:21Þ

@v l

@nk
ðtnþ1Þ ¼ e�bDt @v l

@nk
ðtnÞ þ

1� e�bDt

b

� �
@El

@x1
ðxðtnÞ; tnÞ

@x1

@nk
ðtnÞ þ

@El

@x2
ðxðtnÞ; tnÞ

@x2

@nk
ðtnÞ

 !
ð3:22Þ

@xl

@gk
ðtnþ1Þ ¼

@xl

@gk
ðtnÞ þ

1� e�bDt

b

� �
@v l

@gk
ðtnÞ þ

Dt
b
� 1� e�bDt

b2

� �
@El

@x1
ðxðtnÞ; tnÞ

@x1

@gk
ðtnÞ þ

@El

@x2
ðxðtnÞ; tnÞ

@x2

@gk
ðtnÞ

 !

ð3:23Þ

@v l

@gk
ðtnþ1Þ ¼ e�bDt @v l

@gk
ðtnÞ þ

1� e�bDt

b

� �
@El

@x1
ðxðtnÞ; tnÞ

@x1

@gk
ðtnÞ þ

@El

@x2
ðxðtnÞ; tnÞ

@x2

@gk
ðtnÞ

 !
ð3:24Þ
The computation of the approximate electric field, E, and its partial derivatives @El=@xk; k; l ¼ 1;2, is described in Section
3.2.6.

Given the first partial derivatives of the approximate trajectory ðxði; j; tnÞ;vði; j; tnÞÞ the coefficients c1ði; j; tnÞ; . . . ; c10ði; j; tnÞ
in (3.4) can be derived. This involves approximating the solutions to systems (2.5). Thus, for each i; j at time tn let
Q ¼

@x1
@n1

@x1
@n2

@x1
@g1

@x1
@g2

@x2
@n1

@x2
@n2

@x2
@g1

@x2
@g2

@v1
@n1

@v1
@n2

@v1
@g1

@v1
@g2

@v2
@n1

@v2
@n2

@v2
@g1

@v2
@g2

0
BBBBB@

1
CCCCCA: ð3:25Þ
Here @x1
@n1
¼ @x1

@n1
ði; j; tnÞ and similarly for all partial derivatives in Q. Let �u1 ¼ @n1

@v1
; @n2
@v1

; @g1
@v1

; @g2
@v1

h iT
and �b1 ¼ ½0;0;1; 0�T . Let

�u2 ¼ @n1
@v2

; @n2
@v2

; @g1
@v2

; @g2
@v2

h iT
and �b2 ¼ ½0;0;0;1�T . Then �u1; �u2 are the solutions to
Q �u1 ¼ �b1; Q �u2 ¼ �b2: ð3:26Þ
Although the notation here is the same as in (2.5) the vectors �u1; �u2 represent approximate quantities, whereas, the vector �u
in (2.5) represents exact quantities. Solving the systems (3.26) for each i; j at time tn the coefficients in (3.4) are: let
clði; j; tnÞ ¼ cl; l ¼ 1; . . . ;10, then
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c1 ¼
X2

k¼1

@n1

@vk

� �2

; c2 ¼
X2

k¼1

@n2

@vk

� �2

; c3 ¼
X2

k¼1

@g1

@vk

� �2

; c4 ¼
X2

k¼1

@g2

@vk

� �2

; c5 ¼
X2

k¼1

@n1

@vk

� �
@n2

@vk

� �
;

c6 ¼
X2

k¼1

@n1

@vk

� �
@g1

@vk

� �
; c7 ¼

X2

k¼1

@n1

@vk

� �
@g2

@vk

� �
; c8 ¼

X2

k¼1

@n2

@vk

� �
@g1

@vk

� �
; c9 ¼

X2

k¼1

@n2

@vk

� �
@g2

@vk

� �
;

c10 ¼
X2

k¼1

@g1

@vk

� �
@g2

@vk

� �
:

3.2.5. Approximation of the second partial derivative equations (2.15) and the coefficients c11; . . . ; c14

To obtain the coefficients c11; . . . ; c14 in (3.4) it is necessary to approximate the second partial derivatives with respect to
n;g of the functions (2.10) which are the solutions to (2.11). There are ten second partial derivatives for each of the four func-
tions of (2.10). The system of equations for derivatives with respect to n1; n2 is given by (2.15). As representative of the
approximation of the second partials of (2.10) we therefore give the approximation of (2.15). This is done by further differ-
entiating Eqs. (3.19) and (3.20). In (3.21) and (3.22) let us assume k ¼ 2 and differentiate with respect to n1. Then for l ¼ 1;2
at tn ¼ 0; @2xl

@n1@n2
ð0Þ ¼ 0; @2v l

@n1@n2
ð0Þ ¼ 0, and given values of @xl

@n1
ðtnÞ; @xl

@n2
ðtnÞ; @2xl

@n1@n2
ðtnÞ; @2v l

@n1@n2
ðtnÞ quantities at time tnþ1 are com-

puted as
@2xl

@n1@n2
ðtnþ1Þ ¼

@2xl

@n1@n2
ðtnÞ þ

1� e�bDt

b

� �
@2v l

@n1@n2
ðtnÞ þ

Dt
b
� 1� e�bDt

b2

� �
@El

@x1
ðtnÞ

@2x1

@n1@n2
ðtnÞ þ

@El

@x2
ðtnÞ

@2x2

@n1@n2
ðtnÞ

 !

þ Dt
b
� 1� e�bDt

b2

� �
@2El

@x2
1

ðtnÞ
@x1

@n1

� �
@x1

@n2

� �
ðtnÞ þ

@2El

@x1@x2
ðtnÞ

@x1

@n1

@x2

@n2
þ @x1

@n2

@x2

@n1

� �
ðtnÞ

 

þ @
2El

@x2
2

ðtnÞ
@x2

@n1

� �
@x2

@n2

� �
ðtnÞ

!
; ð3:27Þ

@2v l

@n1@n2
ðtnþ1Þ ¼ e�bDt @2v l

@n1@n2
ðtnÞ þ

1� e�bDt

b

� �
@El

@x1
ðtnÞ

@2x1

@n1@n2
ðtnÞ þ

@El

@x2
ðtnÞ

@2x2

@n1@n2
ðtnÞ

 !

þ 1� e�bDt

b

� �
@2El

@x2
1

ðtnÞ
@x1

@n1

� �
@x1

@n2

� �
ðtnÞ þ

@2El

@x1@x2
ðtnÞ

@x1

@n1

@x2

@n2
þ @x1

@n2

@x2

@n1

� �
ðtnÞ

 

þ @
2El

@x2
2

ðtnÞ
@x2

@n1

� �
@x2

@n2

� �
ðtnÞ

!
: ð3:28Þ
Here ElðtnÞ ¼ ElðxðtnÞ; tnÞ. The computation of the second partial derivatives of ElðtnÞ is described in Section 3.2.6. Expressions
for other approximate second partial derivatives of the functions (2.10) are the same form as (3.27) and (3.28) but with
derivatives with respect to n1; n2 replaced by other second derivatives in terms of the variables n1; n2;g1;g2. All approximate
second partial derivatives have initial value of zero at tn ¼ 0.

Given the first and second partial derivatives of the approximate trajectory ðxði; j; tnÞ;vði; j; tnÞÞ the coefficients
c11ði; j; tnÞ; . . . ; c14ði; j; tnÞ in (3.4) can be derived. This is done by solving discrete versions of the system (2.6). For the indices
i; j let @2x1

@n2
1
¼ @2x1

@n2
1
ði; j; tnÞ and similarly with the other nine second partial derivatives with respect to n;g of x1ði; j; tnÞ. Then
A1 ¼

@2x1
@n2

1

@2x1
@n1@n2

@2x1
@n1@g1

@2x1
@n1@g2

� � � @2x1
@n2

2

@2x1
@n2@g1

@2x1
@n2@g2

� � � @2x1
@g2

1

@2x1
@g1@g2

� � � � � � @2x1
@g2

2

0
BBBBBBBB@

1
CCCCCCCCA
:

The lower triangular part of the matrix is obtained by symmetry. The 4� 4 matrices A2;A3;A4 are the same form as A1 but
with second partial derivatives of x1 replaced with second partial derivatives with respect to n;g of x2;v1;v2, respectively. Let

F1 ¼ ½F1; F2; F3; F4� where Fi ¼ �u1Ai�uT
1; i ¼ 1;��;4. Here �u1 ¼ @n1

@v1
; @n2
@v1

; @g1
@v1

; @g2
@v1

h i
is computed according to (3.26). Let

�y1 ¼ @2n1
@v2

1
; @

2n2
@v2

1
; @

2g1
@v2

1
; @

2g2
@v2

1

h i
. Then the vector �y1 is obtained as the solution to Q�y1 ¼ �F1 in which the matrix Q is given by

(3.25). Let �u2 ¼ @n1
@v2

; @n2
@v2

; @g1
@v2

; @g2
@v2

h i
computed according to (3.26), and F2 ¼ ½F1; F2; F3; F4� where Fi ¼ �u2Ai�uT

2; i ¼ 1;��;4. Let

�y2 ¼ @2n1
@v2

2
; @

2n2
@v2

2
; @

2g1
@v2

2
; @

2g2
@v2

2

h i
. Then �y2 is obtained as the solution to Q�y2 ¼ �F2. The notation for vectors �y1; �y2 is the same as for

�y in (2.6). However, the understanding is that while �y represents exact quantities �y1; �y2 represent approximate quantities
computed on the basis of approximations to the first and second partial derivatives of the functions (2.10).
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Having computed vectors �y1; �y2 the coefficients c11; . . . ; c14 are: let cl ¼ clði; j; tnÞ; l ¼ 11; . . . ;14. Then
c11 ¼
X2

k¼1

@2n1

@v2
k

; c12 ¼
X2

k¼1

@2n2

@v2
k

; c13 ¼
X2

k¼1

@2g1

@v2
k

; c14 ¼
X2

k¼1

@2g2

@v2
k

:

3.2.6. The approximate charge density and electric field
The description given here is a two-dimensional version of [28], Section 2.2.6. The approximate trajectory

ðxði; j; tnÞ;vði; j; tnÞÞ; tn 2 ½0; T1�; n ¼ 0;1; . . . ;Ng is considered to be the path of an element of charge qi;j in phase space. This
element of charge is defined as qi;j ¼ qi1 ;i2 ;j1 ;j2

¼ �f ðxði; j; tnÞ;vði; j; tnÞ; tnÞDAi;j where �f is the approximate distribution function,
and DAi;j is a differential of ‘‘volume” in four dimensional space associated with the i; j trajectory at time tn. In terms of the
parameters Dn;Du then
DAi;j ¼
c2e�2btnðDuDnÞ2

ð1� u2
1;j1
Þ3=2ð1� u2

2;j2
Þ3=2 :
On the time interval ½mT1; ðmþ 1ÞT1�; m ¼ 0;1; . . . ;M � 1 then �f ðxði; j; tnÞ;vði; j; tnÞ; tnÞ ¼ e2btn gm;n
i;j . Thus
qm;n
i;j ¼ e2btn gm;n

i;j

c2e�2btn ðDuDnÞ2

1� u2
1;j1

� �3=2
1� u2

2;j2

� �3=2 ¼
c2gm;n

i;j ðDuDnÞ2

1� u2
1;j1

� �3=2
1� u2

2;j2

� �3=2 : ð3:29Þ
A discrete electron charge density resulting from the charge elements qm;n
i;j is defined as
~qeðx; tÞ ¼
X

i;j

qm;n
i;j dðx1 � x1ði; j; tnÞÞdðx2 � x2ði; j; tnÞÞ ð3:30Þ
where dðxÞ is the Dirac delta function.
We approximate the solution to
Dx/ ¼ �qðx; tÞ ð3:31Þ
/ð0; x2; tÞ ¼ /ðL; x2; tÞ; /ðx1;0; tÞ ¼ /ðx1; L; tÞ
by the particle and cell method in two dimensions. For the positive integer Np let � ¼ L=Np. Then the region ½0; L� � ½0; L� is
partitioned by a uniform rectangular grid as x1;k1 ¼ k1�; x2;k2 ¼ k2� with k1; k2 integers such that k1; k2 ¼ 0;1; . . . ;Np. For
y 2 R1 let wðyÞ be a continuous function with compact support such that
Z 1

�1
wðyÞdy ¼ 1;

X
i2z

wðy� iÞ ¼ 1; z� integers:
Let w�ðyÞ ¼ 1
�w y

�

� 	
. For x ¼ ðx1; x2Þ 2 R2 let �w�ðxÞ ¼ �w�ðx1; x2Þ ¼ 1

�2 w x1
�

� 	
w x2

�

� 	
. The grid charge density for electrons

qe
jðtnÞ; j ¼ ðk1; k2Þ; k1; k2 ¼ 0;1; . . . ;Np � 1 is determined by
qe
jðtnÞ ¼

Z L

0

Z L

0
�w�ðx� xjÞ~qeðx; tnÞdx ¼

Z L

0

Z L

0
w�ðx1 � x1;k1

Þw�ðx2 � x2;k2
Þ~qeðx1; x2; tnÞdx1dx2

¼
X

i;j

qm;n
i;j w�ðx1ði; j; tnÞ � x1;k1

Þw�ðx2ði; j; tnÞ � x2;k2
Þ: ð3:32Þ
This formula can require some modification near the boundary to account for the periodicity, i.e., so that qe
0;k2
ðtnÞ ¼ qe

Np ;k2
ðtnÞ

and qe
k1 ;0
ðtnÞ ¼ qe

k1 ;Np
ðtnÞ. Also, as a result of the normalization of gm;n

i;j discussed in Section 3.2.2 the grid charge density qe
jðtnÞ

has the property that
XNp�1

k1¼0

XNp�1

k2¼0

qe
jðtnÞ�2 ¼ K:
As for the background charge, hðxÞ, it is assumed that
R L

0

R L
0 hðxÞdx ¼ K . This is necessary to preserve charge neutrality in

the expression for qðx; tÞ in (1.2). Let
l ¼
XNp�1

k1¼0

XNp�1

k2¼0

hðx1;k1
; x2;k2

Þ�2

! ,
K:
The grid charge density for the background charge is then defined by qb
jðtnÞ ¼ 1

l hðx1;k1 ; x2;k2 Þ for k1; k2 ¼ 0;1; . . . ;Np � 1, and it
is also assumed that qb

0;k2
ðtnÞ ¼ qb

Np ;k2
ðtnÞ and qb

k1 ;0
ðtnÞ ¼ qb

k1 ;Np
ðtnÞ. The discrete function qb

jðtnÞ has the property
XNp�1

k1¼0

XNp�1

k2¼0

qb
jðtnÞ�2 ¼ K: ð3:33Þ
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The grid charge density for the discrete approximation to (1.2) is qjðtnÞ ¼ qe
jðtnÞ � qb

jðtnÞ. The grid function qjðtnÞ has the
property
XNp�1

k1¼0

XNp�1

k2¼0

qjðtnÞ�2 ¼ 0:
Thus, charge neutrality is preserved for the discrete problem.
The potential at grid points is then the solution to
/k1þ1;k2
� 2/k1 ;k2

þ /k1�1;k2

�2 þ
/k1 ;k2þ1 � 2/k1 ;k2

þ /k1 ;k2�1

�2 ¼ �qk1 ;k2
ðtnÞ; ð3:34Þ

k1; k2 ¼ 0;1; . . . ;Np � 1; /0;k2
¼ /Np ;k2

; /k1 ;0 ¼ /k1 ;Np
:

Near the boundaries the formula (3.34) is modified by the periodicity. The solution to (3.34) is obtained by solving a linear
system. A constant can be added to a solution of (1.2) and this still gives a solution. Therefore, the solution to (3.34) is ob-
tained for which /0;0 ¼ 0. We therefore solve for /k1 ;k2

; k1; k2 ¼ 0;Np � 1 with the assumption that /0;0 ¼ 0 and
/0;k2

¼ /Np ;k2
; /k1 ;0 ¼ /k1 ;Np

.
The linear system to be solved for /k1 ;k2

is as follows: let l ¼ k2Np þ k1; k1 ¼ 0;1; . . . ;Np � 1; k2 ¼ 0;1; . . . ;Np � 1. Let

ul ¼ /k1 ;k2
and ql ¼ qk1 ;k2

ðtnÞ; l ¼ 0;1; . . . ;N2
p � 1. We need to determine the vector U ¼ ½u0; . . . ;uN2

p�1�. This vector has N2
p com-

ponents. However, from the previous consideration u0 ¼ 0. Thus, the unknown vector to be determined is �u ¼ ½u1; . . . ;uN2
p�1�

with N2
p � 1 components. Let �q ¼ ½q1; . . . ;qN2

p�1�. The system to be solved is
A�u ¼ �q ð3:35Þ
where A is an N2
p � 1

� �
� N2

p � 1
� �

coefficient matrix. To obtain the matrix A we consider the N2
p � N2

p matrix B of the form
B ¼

AD �I . .
.

�I

�I . .
. . .

.
0

0 . .
. . .

.
�I

�I . .
.

�I AD

0
BBBBBBB@

1
CCCCCCCA
:

Here AD is an Np � Np matrix such that ADði; iÞ ¼ 4; i ¼ 1; . . . ;Np; ADði; iþ 1Þ ¼ �1; i ¼ 1; . . . ;Np � 1;

ADði� 1; iÞ ¼ �1; i ¼ 2; . . . ;Np; ADð1;NpÞ ¼ �1; ADðNp;1Þ ¼ �1. All other elements in AD are zero. The matrix �I is
�I ¼ ð�1ÞINp where INp is an Np � Np identity matrix. Thus, B is a block tridiagonal matrix with the additional block, �I, in
the upper right and bottom left corners. The matrix A is the ðN2

p � 1Þ � ðN2
p � 1Þ matrix obtained by eliminating the first

row and first column of B. The matrix B is singular; however, A is nonsingular, and therefore the system (3.35) has a unique
solution. The solution to (3.35) provides the values for /k1 ;k2

; k1; k2 ¼ 0;1; . . . ;Np � 1, and ðk1; k2Þ– ð0;0Þ. By assumption
/0;0 ¼ 0 and the values /Np ;k2

; k2 ¼ 0;1; . . . ;Np and /k1 ;Np
; k1 ¼ 0;1; . . . ;Np are obtained by periodicity.

Having determined /k1 ;k2
for k1; k2 ¼ 0;1; . . . ;Np the electric field at the grid points at time tn is determined as follows: for

k2 ¼ 0; . . . ;Np � 1 and k1 ¼ 1; . . . ;Np � 1 then
En
1ðjÞ ¼ En

1ðk1; k2Þ ¼ �
/k1þ1;k2

� /k1�1;k2

2�

� �
:

The exact field E1ðx; tÞ ¼ � @/
@x1

has the property that
R L

0 E1ðx1; x2Þdx1 ¼ �
R L

0
@/
@x1

dx1 ¼ 0. Making use of this property for the dis-

crete problem let k2 ¼ 0; . . . ;Np � 1 and En
1ð0; k2Þ ¼ �

PNp�1
k1¼1 En

1ðk1; k2Þ. For k1 ¼ 0; . . . ;Np � 1 and k2 ¼ 1; . . . ;Np � 1 then
En
2ðjÞ ¼ En

2ðk1; k2Þ ¼ �
/k1 ;k2þ1 � /k1 ;k2�1

2�

� �
:

Also, as
R L

0 E2ðx1; x2Þdx2 ¼ 0 the discrete analogue provides En
2ðk1;0Þ ¼ �

PNp�1
k2¼1 En

2ðk1; k2Þ. The quantities of En
1ðk1; k2Þ; En

2ðk1; k2Þ
have now been obtained for k1; k2 ¼ 0;1; . . . ;Np � 1. The values of En

1; E
n
2 are extended to k2 ¼ Np; k1 ¼ 0; . . . ;Np and

k1 ¼ Np; k2 ¼ 0; . . . ;Np by periodicity.
It is also necessary to compute approximate first and second partial derivatives of Eðx; tÞ at the grid points. For l ¼ 1;2 and

k1; k2 ¼ 1; . . . ;Np then
D1En
l ðjÞ ¼ D1En

l ðk1; k2Þ ¼
En

l ðk1 þ 1; k2Þ � En
l ðk1 � 1; k2Þ

2�
;

D2En
l ðjÞ ¼

En
l ðk1; k2 þ 1Þ � En

l ðk1; k2 � 1Þ
2�

;

D2
1En

l ðjÞ ¼
En

l ðk1 þ 1; k2Þ � 2En
l ðk1; k2Þ þ En

l ðk1 � 1; k2Þ
�2 ;
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D2
2En

l ðjÞ ¼
En

l ðk1; k2 þ 1Þ � 2En
l ðk1; k2Þ þ En

l ðk1; k2 � 1Þ
�2 ;

D1D2En
l ðjÞ ¼ En

l ðk1 þ 1; k2 þ 1Þ � En
l ðk1 þ 1; k2 � 1Þ � En

l ðk1 � 1; k2 þ 1Þ þ En
l ðk1 � 1; k2 � 1Þ

� 	
=ð4�2Þ:
These formulas are modified by the periodicity to obtain the values when k1 ¼ 0 or Np or k2 ¼ 0 or Np.
The approximate field Eðx; tnÞ ¼ ðE1ðx; tnÞ; E2ðx; tnÞÞ and the first and second partial derivatives of E are defined as contin-

uous functions of x as follows: let
PNp

j¼0 ¼
PNp

k1¼0

PNp

k2¼0 then for l ¼ 1;2
Elðx; tnÞ ¼ �2
XNp

j¼0

En
l ðjÞ �w�ðx� xjÞ ¼ �2

XNp

k1¼0

XNp

k2¼0

En
l ðk1; k2Þw�ðx1 � x1;k1

Þw�ðx2 � x2;k2
Þ; ð3:36Þ

@Elðx; tnÞ
@x1

¼ �2
XNp

j¼0

D1En
l ðjÞ �w�ðx� xjÞ;

@Elðx; tnÞ
@x2

¼ �2
XNp

j¼0

D2En
l ðjÞ �w�ðx� xjÞ; ð3:37Þ

@2Elðx; tnÞ
@x2

1

¼ �2
XNp

j¼0

D2
1En

l ðjÞ �w�ðx� xjÞ;

@2Elðx; tnÞ
@x2

2

¼ �2
XNp

j¼0

D2
2En

l ðjÞ �w�ðx� xjÞ; ð3:38Þ

@2Elðx; tnÞ
@x1@x2

¼ �2
XNp

j¼0

D1D2En
l ðjÞ �w�ðx� xjÞ:
The particle to grid assignment function wðyÞ that is used is the quadratic spline described in [28], Section 2.2.6. This function
is of class C1 and is given as
wðyÞ ¼

1
2

3
2þ y
� 	2

; � 3
2 6 y 6 � 1

2
3
4� y2; � 1

2 6 y 6 1
2

1
2

3
2� y
� 	2

; 1
2 6 y 6 3

2

0; jyj > 3
2

8>>>><
>>>>:

: ð3:39Þ
With �w�ðxÞ constructed from wðyÞ given by (3.39) then in the formula (3.32) a charge qm;n
i;j is distributed to the nine nearest

grid points. Similarly the field at a particle position which is obtained from (3.36) is derived from the field at the nine nearest
grid points.

3.3. Regriding the solution

At the time smþ1 ¼ ðmþ 1ÞT1; m ¼ 0;1; . . . ;M � 1 the solution along particle trajectories is interpolated onto the fixed
grid given by (3.1) and (3.2). This provides a new initial function for (3.4). The particle method described in Section 3.2 is
reinitialized with tn ¼ 0, and the particle computation of Section 3.2 is repeated for ðmþ 1ÞT1 6 tn 6 ðmþ 2ÞT1. We gener-
alize to two dimensions the method of [28], Section 2.3 so that the regriding preserves the total charge, momentum, and
kinetic energy of the solution.

At time smþ1 ¼ mT1 þ tNg ¼ ðmþ 1ÞT1 then the i0; j0 trajectory has coordinates in phase space ðxði0; j0; tNg Þ;vði
0
; j0; tNg ÞÞ. Phase

space is the set A defined for (1.1). This point in phase space corresponds to a point ð�n; �uÞ in X where
�n ¼ ð�n1; �n2Þ ¼ xði0; j0; tNg Þ ¼ ðx1ði0; j0; tNg Þ; x2ði0; j0; tNg ÞÞ and �u ¼ ð�u1; �u2Þ with
�u1 ¼
v1ði0; j0; tNg Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

c2 þ ðv1ði0; j0; tNg ÞÞ
2

q ; �u2 ¼
v2ði0; j0; tNg Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

c2 þ ðv2ði0; j0; tNg ÞÞ
2

q :
The element of charge along the i0; j0 trajectory at time tNg is qm;Ng

i0 ;j0
as given by (3.29). Referring to the partition of X given by

(3.1) and (3.2) it is assumed that there are indices i ¼ ði1; i2Þ; j ¼ ðj1; j2Þ such that n1;i1 6
�n1 6 n1;i1þ1; n2;i2 6

�n2 6 n2;i2þ1 and

u1;j1 6
�u1 6 u1;j1þ1; u2;j2 6

�u2 6 u2;j2þ1. The charge qm;Ng

i0 ;j0
gets distributed over thirty six points of the partition of X. This is done

in the following way. First, �n is contained in the rectangle fðn1; n2Þ=n1;i1 6 n1 6 n1;i1þ1; n2;i2 6 n2 6 n2;i2þ1g. Let

p2 ¼ ð�n1 � n1;i1 Þ=Dn; p1 ¼ 1� p2; d2 ¼ ð�n2 � n2;i2 Þ=Dn; d1 ¼ 1� d2. Then let wj1 ;j2 ¼ pj1
dj2 ; j1;j2 ¼ 1;2. Let �q ¼ qm;Ng

i0 ;j0
. The

charge �q is distributed linearly to the corner points of the rectangle. The charge at ðn1;i1 ; n2;i2 Þ is q1;1, at ðn1;i1þ1; n2;i2 Þ is q2;1,
at ðn1;i1 ; n2;i2þ1Þ is q1;2, at ðn1;i1þ1; n2;i2þ1Þ is q2;2. These charges are q1;1 ¼ w1;1�q; q2;1 ¼ w2;1�q; q1;2 ¼ w1;2�q; q2;2 ¼ w2;2�q. Stated
more concisely let j1;j2 ¼ 1;2. Then the charge qj1 ;j2

given by qj1 ;j2
¼ wj1 ;j2

�q is located at n coordinates given by
ðn1;i1þj1�1; n2;i2þj2�1Þ. We note that

P2
j1¼1

P2
j2¼1qj1 ;j2

¼ �q.
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Each of the four charges qj1 ;j2
; j1;j2 ¼ 1;2 is then distributed over nine points in velocity space (the u domain) so as to

conserve the total charge, momentum, and kinetic energy associated with the approximate distribution function. Let
ðu1;k1 ;u2;k2 Þ be these points for indices k1; k2 to be specified. It is assumed that u1;j1 6

�u1 6 u1;j1þ1; u2;j2 6
�u2 6 u2;j2þ1. Let

b1 ¼ ð�u1 � u1;j1 Þ=Du; b2 ¼ ð�u2 � u2;j2 Þ=Du. Let K1 be the set of k1 indices. If 0 6 b1 6 :5 then K1 ¼ fj1 � 1; j1; j1 þ 1g, i.e., k1

has values j1 � 1; j1; j1 þ 1. If :5 < b1 6 1 then K1 ¼ fj1; j1 þ 1; j1 þ 2g. Let K2 be the set of k2 indices. If 0 6 b2 6 :5 then
K2 ¼ fj2 � 1; j2; j2 þ 1g, if :5 < b2 6 1 then K2 ¼ fj2; j2 þ 1; j2 þ 2g. Let us consider the charge qj1 ;j2

at
ðn1;i1þj1�1; n2;i2þj2�1Þ; j1;j2 ¼ 1;2 and determine how the charge is distributed over points in velocity space. For each
k1 2 K1 and k2 2 K2 then point ðn1;i1þj1�1; n2;i2þj2�1;u1;k1 ;u2;k2 Þ 2 X corresponds to a point
ðn1;i1þj1�1; n2;i2þj2�1;g1;k1

;g2;k2
Þ 2 A0 such that
g1;k1
¼ cu1;k1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� ðu1;k1
Þ2

q ; g2;k2
¼ cu2;k2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� ðu2;k2
Þ2

q :
Let l1 ¼ 1;2;3 count the indices in K1 in ascending order. Let us consider the case for 0 6 b1 6 :5. Then l1 ¼ 1 refers to
j1 � 1; l1 ¼ 2 to j2; l1 ¼ 3 to j1 þ 1. Let cl1

¼ yl1 qj1 ;j2
; l1 ¼ 1;2;3. Then c1; c2; c3 are the charges distributed to points in X with

coordinates u1;k1 and with coordinates u2;k2 unspecified. The quantities c1; c2; c3 are obtained by multiplying qj1 ;j2
by the

weight quantities y1; y2; y3. Let �v ¼ ð�v1; �v2Þ ¼ ðv1ði0; j0; tNg Þ;v2ði0; j0; tNg ÞÞ, the v coordinates of the charge �q ¼ qm;Ng

i0 ;j0
. For

0 6 b1 6 :5 the weights y1; y2; y3 are obtained as the solution to
y1 þ y2 þ y3 ¼ 1
g1;j1�1y1 þ g1;j1

y2 þ g1;j1þ1y3 ¼ �v1 ð3:40Þ

ðg1;j1�1Þ
2y1 þ ðg1;j1

Þ2y2 þ ðg1;j1þ1Þ
2y3 ¼ �v2

1:
If :5 < b1 6 1 the quantities g1;j1�1;g1;j1
;g1;j1þ1 in (3.40) are replaced with g1;j1

;g1;j1þ1;g1;j1þ2.
Each charge cl1

; l1 ¼ 1;2;3 now gets distributed to points in X according to the coordinates u2;k2 . Let us assume
0 6 b2 6 :5 then K2 ¼ fj2 � 1; j2; j2 þ 1g. Let ll1 ;l2

¼ zl2cl1
. Then for l2 ¼ 1;2;3 ll1 ;l2

is the charge distributed from cl1
to grid

points ðu1;k1 ;u2;k2 Þ with k1 fixed and k2 ¼ j2 � 1; j2; j2 þ 1, respectively. The weights zl2 are obtained as the solution to
z1 þ z2 þ z3 ¼ 1
g2;j2�1z1 þ g2;j2

z2 þ g2;j2þ1z3 ¼ �v2 ð3:41Þ

ðg2;j2�1Þ
2z1 þ ðg2;j2

Þ2z2 þ ðg2;j2þ1Þ
2z3 ¼ �v2

2:
If :5 < b2 6 1 the quantities g2;j2�1;g2;j2
;g2;j2þ1 in (3.41) are replaced with g2;j2

;g2;j2þ1;g2;j2þ2.

The redistribution of charge �q ¼ qm;Ng

i0 ;j0
located at ð�n; �uÞ 2 X is summarized as follows: let m1;m2 be indices such that if

0 6 b1 6 :5 then m1 ¼ 2, if :5 < b1 6 1 then m1 ¼ 1, if 0 6 b2 6 :5 then m2 ¼ 2, if :5 < b1 6 1 then m2 ¼ 1. For
j1;j2 ¼ 1;2; l1 ¼ 1;2;3; l2 ¼ 1;2;3 the charge �q is distributed to points in X given by
ðn1;i1þj1�1; n2;i2þj2�1; u1;j1þl1�m1
;u2;j2þl2�m2

Þ: ð3:42Þ
The distribution of charge to the ðn1; n2Þ coordinates is determined by the weights wj1 ;j2 . The distribution of charge to the u1

coordinates is determined by the weights yl1 ; l1 ¼ 1;2;3 given by the solution to (3.40). The distribution of charge to the u2

coordinates is determined by the weights zl2 ; l2 ¼ 1;2;3 given by the solution to (3.41). Let ai;jði0; j0Þ be the charge contributed
to the i; j grid point in X from the charge �q ¼ qm;Ng

i0 ;j0
. Then the charge apportioned to the grid points given by (3.42) is
ai1þj1�1;i2þj2�1;j1þl1�m1 ;j2þl2�m2
ði0; j0Þ ¼ ðwj1 ;j2 yl1 zl2 Þ�q:
Summing the quantity ai;jði0; j0Þ over all trajectories gives the total charge assigned to the i; j grid point in X, that is,
qmþ1;0

i;j ¼
P

i0 ;j0ai;jði0; j0Þ. Let
daj ¼ daj1 ;j2 ¼
c2ðDnDuÞ2

ð1� u2
1;j1
Þ3=2ð1� u2

2;j2
Þ3=2
which is the differential of ‘‘volume” associated with the i; j grid point in X at tn ¼ 0. Then gmþ1;0
i;j ¼ qmþ1;0

i;j =daj. The grid func-
tion gmþ1;0

i;j is then the initial data for (3.4) for the time interval ½ðmþ 1ÞT1; ðmþ 2ÞT2�.
The grid function gmþ1;0

i;j has the property that
X
i;j

gmþ1;0
i;j c2ðDnDuÞ2

ð1� u2
1;j1
Þ3=2ð1� u2

2;j2
Þ3=2 ¼

X
i;j

gm;Ng

i;j c2ðDnDuÞ2

ð1� u2
1;j1
Þ3=2ð1� u2

2;j2
Þ3=2 ;

X
i;j

g1;j1
gmþ1;0

i;j c2ðDnDuÞ2

ð1� u2
1;j1
Þ3=2ð1� u2

2;j2
Þ3=2 ¼

X
i;j

v1ði; j; tNg Þg
m;Ng

i;j c2ðDnDuÞ2

ð1� u2
1;j1
Þ3=2ð1� u2

2;j2
Þ3=2 ;
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X
i;j

g2;j2
gmþ1;0

i;j c2ðDnDuÞ2

ð1� u2
1;j1
Þ3=2ð1� u2

2;j2
Þ3=2 ¼

X
i;j

v2ði; j; tNg Þg
m;Ng

i;j c2ðDnDuÞ2

ð1� u2
1;j1
Þ3=2ð1� u2

2;j2
Þ3=2 ;

X
i;j

ðg2
1;j1
þ g2

2;j2
Þgmþ1;0

i;j c2ðDnDuÞ2

ð1� u2
1;j1
Þ3=2ð1� u2

2;j2
Þ3=2 ¼

X
i;j

½ðv1ði; j; tNg ÞÞ
2 þ ðv2ði; j; tNg ÞÞ

2�gm;Ng

i;j c2ðDnDuÞ2

ð1� u2
1;j1
Þ3=2ð1� u2

2;j2
Þ3=2 :
Thus, the regriding process preserves the total charge, momentum, and kinetic energy associated with the approximate dis-
tribution function. The purpose of the regriding for the present two-dimensional problem, as well as in [28], is to improve
significantly the long term stability and accuracy of the numerical method.

3.4. The solution on the time interval ½0; T�

For �t 2 ½0; T� the solution is represented here as in [28] by the electrostatic energy, kinetic energy, and free energy. For
computations where the constant magnetic field is applied an additional quantity, the angular momentum, is introduced.
This quantity clearly demonstrates the effect of a nonzero external magnetic field. Referring to the solution of (1.1) and
(1.2) the electrostatic energy is defined as
eseð�tÞ ¼ 1
2

Z L

0

Z L

0
jEðx;�tÞj2dx ¼ 1

2

Z L

0

Z L

0
½ðE1ðx;�tÞÞ2 þ ðE2ðx;�tÞÞ2�dx1dx2:
For A the domain of (1.1) the kinetic energy is
keð�tÞ ¼ 1
2

Z
A
jv j2f ðx;v ;�tÞdvdx ¼ 1

2

Z
A

v2
1 þ v2

2

� 	
f ðx;v ;�tÞdvdx: ð3:43Þ
The entropy of the system is given by
entð�tÞ ¼ �
Z
A

f ðx; v;�tÞlnðf ðx;v ;�tÞÞdvdx:
As stated in [8] the free energy, FEð�tÞ, is then defined as
FEð�tÞ ¼ eseð�tÞ þ keð�tÞ � q=bentð�tÞ: ð3:44Þ
For mT1 6 �t 6 ðmþ 1ÞT1 and t ¼ �t �mT1 then as given by (2.20) f ðx;v ;�tÞ has the representation f ðx; v;�tÞ ¼ e2btgðnðx;v ; tÞ;
uðgðx;v; tÞÞ; tÞ with gðn;u; tÞ the solution to (2.9). In terms of the function gðn;u; tÞ then
keð�tÞ ¼ 1
2

Z
X
ðvðn;gðuÞ; tÞÞ2gðn;u; tÞ c2

1� u2
1

� 	3=2 1� u2
2

� 	3=2 dudn

¼ 1
2

Z
X
½ðv1ðn;gðuÞ; tÞÞ2 þ v2ðn;gðuÞ; tÞð Þ2�gðn;u; tÞ c2

1� u2
1

� 	3=2 1� u2
2

� 	3=2 dudn
and
entð�tÞ ¼ �
Z

X
gðn; u; tÞlnðe2btgðn;u; tÞÞ c2

ð1� u2
1Þ

3=2ð1� u2
2Þ

3=2 dudn:
The Jacobian determinants for this change of integration variables are stated toward the end of Section 3.2.2.
The discrete versions of the kinetic energy and entropy are computed as follows: let �tk ¼ sm þ tn where sm ¼ mT1 and

tn ¼ nDt for m ¼ 0;1; . . . ;M; n ¼ 0;1; . . . ;Ng; and k ¼ mNg þ n. Then in terms of approximate trajectories computed accord-
ing to (3.19) and (3.20) and the normalized solution to (3.4)
keð�tkÞ ¼
X

i;j

ðvði; j; tnÞÞ2gm;n
i;j

c2ðDnDuÞ2

ð1� u2
1;j1
Þ3=2 1� u2

2;j2

� �3=2

¼
X

i;j

ðv1ði; j; tnÞÞ2 þ ðv2ði; j; tnÞÞ2
h i

gm;n
i;j

c2 DnDuð Þ2

1� u2
1;j1

� �3=2
1� u2

2;j2

� �3=2 ð3:45Þ
and
entð�tkÞ ¼
X

i;j

gm;n
i;j ln e2btn gm;n

i;j

� � c2ðDnDuÞ2

ð1� u2
1;j1
Þ3=2ð1� u2

2;j2
Þ3=2 : ð3:46Þ
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The electrostatic energy is computed from the electric field at grid points, En
1ðk1; k2Þ; En

2ðk1; k2Þ, obtained in Section 3.2.6. For
k1; k2 ¼ 0;1; . . . ;Np � 1 let
En
1;avðk1; k2Þ ¼ ðEn

1ðk1; k2Þ þ En
1ðk1 þ 1; k2Þ þ En

1ðk1; k2 þ 1Þ þ En
1ðk1 þ 1; k2 þ 1ÞÞ=4;

En
2;avðk1; k2Þ ¼ ðEn

2ðk1; k2Þ þ En
2ðk1 þ 1; k2Þ þ En

2ðk1; k2 þ 1Þ þ En
2ðk1 þ 1; k2 þ 1ÞÞ=4:
Then
eseð�tkÞ ¼
1
2

XNp�1

k1¼0

XNp�1

k2¼0

½ðEn
1;avðk1; k2ÞÞ2 þ ðEn

2;avðk1; k2ÞÞ2� �2: ð3:47Þ
The discrete version of the free energy is
FEð�tkÞ ¼ eseð�tkÞ þ keð�tkÞ � q=bentð�tkÞ: ð3:48Þ
3.5. Nonzero magnetic field

We outline the modifications needed to apply the numerical procedure of Sections 3.1–3.3 and 3.4 to the system (2.16)
and (1.2) with Bz ¼ b – 0. The main change to the numerical procedure to deal with Bz a nonzero constant is that the char-
acteristic system of equations is now given by (2.17) rather than (2.11). This changes the approximation of particle trajec-
tories, Section 3.2.3, the approximation of first partial derivatives, Section 3.2.4, and the approximation of second partial
derivatives, Section 3.2.5. The remainder of the numerical procedure is essentially the same as for the case where Bz ¼ 0.
We modify the relevant sections of the numerical method of Section 3.

3.5.1. The approximation of (2.17), particle trajectories
The approximation to the solution of (2.17) which is denoted ðxði; j; tnÞ;vði; j; tnÞÞ is now obtained as the solution to
dx1

dt
¼ v1; x1ðtnÞ ¼ x1ði; j; tnÞ

dv1

dt
¼ E1ðxði; j; tnÞ; tnÞ þ bv2 � bv1; v1ðtnÞ ¼ v1ði; j; tnÞ

dx2

dt
¼ v2; x2ðtnÞ ¼ x2ði; j; tnÞ

dv2

dt
¼ E2ðxði; j; tnÞ; tnÞ � bv1 � bv2; v2ðtnÞ ¼ v2ði; j; tnÞ:
With �E1; �E2 having fixed values at time tn this system can be integrated exactly for tn 6 t 6 tnþ1 to provide trajectory values at
time tnþ1. Let k ¼ ðb; bÞ; jkj2 ¼ b2 þ b2 and
d1ðDtÞ ¼ e�bDtsinðbDtÞ; d2ðDtÞ ¼ e�bDtcosðbDtÞ;

d3ðDtÞ ¼ 1

jkj2
½bd1ðDtÞ þ bð1� d2ðDtÞÞ�; d4ðDtÞ ¼ 1

jkj2
½bð1� d2ðDtÞÞ � bd1ðDtÞ�;

d5ðDtÞ ¼ 1

jkj2
½bðDt � d3ðDtÞÞ þ bd4ðDtÞ�; d6ðDtÞ ¼ 1

jkj2
½bðDt � d3ðDtÞÞ � bd4ðDtÞ�:
Let ðx1ði; j;0Þ; x2ði; j;0ÞÞ ¼ ðn1;i1 ; n2;i2 Þ and ðv1ði; j;0Þ;v2ði; j;0ÞÞ ¼ ðg1;j1
;g2;j2

Þ. Given x1ði; j; tnÞ; x2ði; j; tnÞ;v1ði; j; tnÞ;v2ði; j; tnÞ and
E1ðxði; j; tnÞ; tnÞ; E2ðxði; j; tnÞ; tnÞ quantities at time tnþ1 are computed as follows: let xlði; j; tnÞ ¼ xlðtnÞ; v lði; j; tnÞ ¼ v lðtnÞ and
Elðxði; j; tnÞ; tnÞ ¼ ElðtnÞ; l ¼ 1;2 then
x1ðtnþ1Þ ¼ x1ðtnÞ þ d3ðDtÞv1ðtnÞ þ d4ðDtÞv2ðtnÞ þ d5ðDtÞE1ðtnÞ þ d6ðDtÞE2ðtnÞ; ð3:49Þ

v1ðtnþ1Þ ¼ d2ðDtÞv1ðtnÞ þ d1ðDtÞv2ðtnÞ þ d3ðDtÞE1ðtnÞ þ d4ðDtÞE2ðtnÞ; ð3:50Þ

x2ðtnþ1Þ ¼ x2ðtnÞ � d4ðDtÞv1ðtnÞ þ d3ðDtÞv2ðtnÞ � d6ðDtÞE1ðtnÞ þ d5ðDtÞE2ðtnÞ; ð3:51Þ

v2ðtnþ1Þ ¼ �d1ðDtÞv1ðtnÞ þ d2ðDtÞv2ðtnÞ � d4ðDtÞE1ðtnÞ þ d3ðDtÞE2ðtnÞ: ð3:52Þ
It can be verified that when b ¼ 0 the trajectory formulas (3.49)–(3.51) and (3.52) become (3.19) and (3.20).

3.5.2. Approximation of the first partial derivative Eq. (2.14) with (2.19) and the coefficients c1; . . . ; c10

The first partial derivatives of the functions (2.18) with respect to n;g needed to derive the coefficients in (2.9) are ob-
tained as solutions of systems of the type (2.14) in which the matrix A is given by (2.19). The approximation of these quan-
tities follows the development of Section 3.2.4 except now one derives the equations for approximate first partial derivatives
by differentiating the equations (3.49)–(3.51) and (3.52) with respect to n;g. For l ¼ 1;2 and k ¼ 1;2 the values of
@xl
@nk
ð0Þ; @v l

@nk
ð0Þ; @xl

@gk
ð0Þ; @v l

@gk
ð0Þ are as in Section 3.2.4. First partial derivatives with respect to nk; k ¼ 1;2 are obtained as follows:

given the values of @x1
@nk
ðtnÞ; @v1

@nk
ðtnÞ; @x2

@nk
ðtnÞ; @v2

@nk
ðtnÞ the quantities at time tnþ1 are computed as
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@x1

@nk
ðtnþ1Þ ¼

@x1

@nk
ðtnÞ þ d3ðDtÞ @v1

@nk
ðtnÞ þ d4ðDtÞ @v2

@nk
ðtnÞ þ d5ðDtÞ @E1

@x1
ðtnÞ

@x1

@nk
ðtnÞ þ

@E1

@x2
ðtnÞ

@x2

@nk
ðtnÞ

" #

þ d6ðDtÞ @E2

@x1
ðtnÞ

@x1

@nk
ðtnÞ þ

@E2

@x2
ðtnÞ

@x2

@nk
ðtnÞ

" #
; ð3:53Þ

@v1

@nk
ðtnþ1Þ ¼ d2ðDtÞ @v1

@nk
ðtnÞ þ d1ðDtÞ @v2

@nk
ðtnÞ þ d3ðDtÞ @E1

@x1
ðtnÞ

@x1

@nk
ðtnÞ þ

@E1

@x2
ðtnÞ

@x2

@nk
ðtnÞ

" #

þ d4ðDtÞ @E2

@x1
ðtnÞ

@x1

@nk
ðtnÞ þ

@E2

@x2
ðtnÞ

@x2

@nk
ðtnÞ

" #
; ð3:54Þ

@x2

@nk
ðtnþ1Þ ¼

@x2

@nk
ðtnÞ � d4ðDtÞ @v1

@nk
ðtnÞ þ d3ðDtÞ @v2

@nk
ðtnÞ � d6ðDtÞ @E1

@x1
ðtnÞ

@x1

@nk
ðtnÞ þ

@E1

@x2
ðtnÞ

@x2

@nk
ðtnÞ

" #

þ d5ðDtÞ @E2

@x1
ðtnÞ

@x1

@nk
ðtnÞ þ

@E2

@x2
ðtnÞ

@x2

@nk
ðtnÞ

" #
; ð3:55Þ

@v2

@nk
ðtnþ1Þ ¼ �d1ðDtÞ @v1

@nk
ðtnÞ þ d2ðDtÞ @v2

@nk
ðtnÞ � d4ðDtÞ @E1

@x1
ðtnÞ

@x1

@nk
ðtnÞ þ

@E1

@x2
ðtnÞ

@x2

@nk
ðtnÞ

" #

þ d3ðDtÞ @E2

@x1
ðtnÞ

@x1

@nk
ðtnÞ þ

@E2

@x2
ðtnÞ

@x2

@nk
ðtnÞ

" #
: ð3:56Þ
The equations for computing the approximate first partial derivatives with respect to gk; k ¼ 1;2, are obtained by replacing
nk with gk in (3.53)–(3.55) and (3.56).

To derive the coefficients c1ði; j; tnÞ; . . . ; c10ði; j; tnÞ in (3.4) the matrix Q given by (3.25) is formed on the basis of first partial
derivatives computed from equations of type (3.53)–(3.55) and (3.56). The systems (3.26) are solved for vectors �u1; �u2. The
coefficients c1; . . . ; c10 are then derived precisely as is done at the end of Section 3.2.4.

3.5.3. Approximation of the second partial derivative Eq. (2.15) with (2.19) and the coefficients c11; . . . ; c14

The second partial derivatives with respect to n;g of the functions (2.18) are needed for the coefficients c11; . . . ; c14 in (3.4).
The second partial derivatives are obtained as solutions to systems of type (2.15) with the matrix A given by (2.19). The
approximations of these quantities are obtained by further differentiating the Eqs. (3.49)–(3.51) and (3.52). As representative
of this approximation we compute the second partial derivatives with respect to n1; n2. Let k ¼ 2 in (3.53)–(3.55) and (3.56)
and differentiate the equations with respect to n1. At tn ¼ 0; @2xl

@n1@n2
ð0Þ ¼ 0; @2v l

@n1@n2
ð0Þ ¼ 0; l ¼ 1;2. Then given the values of

@xl
@n1
ðtnÞ; @xl

@n2
ðtnÞ; @2xl

@n1@n2
ðtnÞ; @2v l

@n1@n2
ðtnÞ quantities at time tnþ1 are computed. Let
R1;1ðtnÞ ¼
@E1

@x1
ðtnÞ

@2x1

@n1@n2
ðtnÞ þ

@E1

@x2
ðtnÞ

@2x2

@n1@n2
ðtnÞ;

R2;1ðtnÞ ¼
@E2

@x1
ðtnÞ

@2x1

@n1@n2
ðtnÞ þ

@E2

@x2
ðtnÞ

@2x2

@n1@n2
ðtnÞ;

R1;2ðtnÞ ¼
@2E1

@x2
1

ðtnÞ
@x1

@n1

� �
@x1

@n2

� �
ðtnÞ þ

@2E1

@x1@x2
ðtnÞ

@x2

@n1

@x1

@n2
þ @x1

@n1

@x2

@n2

� �
ðtnÞ þ

@2E1

@x2
2

ðtnÞ
@x2

@n1

� �
@x2

@n2

� �
ðtnÞ;

R2;2ðtnÞ ¼
@2E2

@x2
1

ðtnÞÞ
@x1

@n1

� �
@x1

@n2

� �
ðtnÞ þ

@2E2

@x1@x2
ðtnÞ

@x2

@n1

@x1

@n2
þ @x1

@n1

@x2

@n2

� �
ðtnÞ þ

@2E2

@x2
2

ðtnÞ
@x2

@n1

� �
@x2

@n2

� �
ðtnÞ:
We note that Rk;lðtnÞ ¼ Rk;lðxði; j; tnÞ; tnÞ; k; l ¼ 1;2, i.e., these qualities are evaluated along particle trajectories computed from
(3.49)–(3.51) and (3.52). Then
@2x1

@n1@n2
ðtnþ1Þ ¼

@2x1

@n1@n2
ðtnÞ þ d3ðDtÞ @

2v1

@n1@n2
ðtnÞ þ d4ðDtÞ @

2v2

@n1@n2
ðtnÞ þ d5ðDtÞR1;1ðtnÞ

þ d6ðDtÞR2;1ðtnÞ þ d5ðDtÞR1;2ðtnÞ þ d6ðDtÞR2;2ðtnÞ; ð3:57Þ

@2v1

@n1@n2
ðtnþ1Þ ¼ d2ðDtÞ @

2v1

@n1@n2
ðtnÞ þ d1ðDtÞ @

2v2

@n1@n2
ðtnÞ

þ d3ðDtÞR1;1ðtnÞ þ d4ðDtÞR2;1ðtnÞ þ d3ðDtÞR1;2ðtnÞ þ d4ðDtÞR2;2ðtnÞ; ð3:58Þ

@2x2

@n1@n2
ðtnþ1Þ ¼

@2x2

@n1@n2
ðtnÞ � d4ðDtÞ @

2v1

@n1@n2
ðtnÞ þ d3ðDtÞ @

2v2

@n1@n2
ðtnÞ � d6ðDtÞR1;1ðtnÞ

þ d5ðDtÞR2;1ðtnÞ � d6ðDtÞR1;2ðtnÞ þ d5ðDtÞR2;2; ð3:59Þ
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@2v2

@n1@n2
ðtnþ1Þ ¼ �d1ðDtÞ @

2v1

@n1@n2
ðtnÞ þ d2ðDtÞ @

2v2

@n1@n2
ðtnÞ � d4ðDtÞR1;1ðtnÞ þ d3ðDtÞR2;1ðtnÞ

� d4ðDtÞR1;2ðtnÞ þ d3ðDtÞR2;2ðtnÞ: ð3:60Þ
The equations for the other approximate second partial derivatives of the functions (2.18) are of the same form as (3.57)–
(3.60) with derivatives with respect to n1; n2 replaced with other second derivatives in terms of n1; n2;g1;g2. The computation
of the approximate electric field ElðtnÞ ¼ Elðxði; j; tnÞ; tnÞ and its first an second partial derivatives follow exactly the procedure
of Section 3.2.6 in which the discrete charge density (3.30) is now based on approximate particle trajectories computed
according to (3.49)–(3.51) and (3.52). It can be noted that the”volume” element DAi;j and charge element qm;n

i;j have the same
expression here as in Section 3.2.6. This is because the transformation of R4 defined by solutions of (2.17) has the same Jaco-
bian as the transformation of R4 defined by solutions of (2.11).

To derive the coefficients c11ði; j; tnÞ; . . . ; c14ði; j; tnÞ in (3.4) the procedure of Section 3.2.5 is followed to compute the vector
quantities �y1; �y2. In computing these vectors the matrix Q is formed from first partial derivatives computed in Section 3.5.2.
The matrices Ai; i ¼ 1; . . . ;4 are formed from second partial derivatives computed from equations of type (3.57)–(3.59) and
(3.60). The coefficients c11; . . . ; c14 are then derived from the formulas at the end of Section 3.2.5.

3.5.4. The solution on the time interval ½0; T�
For Bz – 0 some modifications are also needed for Section 3.4 which are now given. With the nonzero magnetic field in-

cluded expressions for the kinetic energy and electrostatic energy are the same form as in Section 3.4. The approximation of
the kinetic energy is given by (3.45), the approximate electrostatic energy by (3.47). As defined in [8] the free energy is
FEð�tÞ ¼ Uð�tÞ � q=bentð�tÞ where Uð�tÞ is the total energy and entð�tÞ is the physical entropy of the system. The energy in the
magnetic field is included in Uð�tÞ. Thus
Uð�tÞ ¼ 1
2

Z
A
jv j2f ðx;v ;�tÞdvdxþ 1

2

Z L

0

Z L

0
jEðx;�tÞj2dxþ 1

2

Z L

0

Z L

0
jBzðx;�tÞj2dx:
As Bzðx; tÞ ¼ b and 1
2

R L
0

R L
0 jBzðx;�tÞj2dx ¼ ðb2L2Þ=2 then Uð�tÞ ¼ keð�tÞ þ eseð�tÞ þ ðb2L2Þ=2. The expression for the free energy is

FEð�tÞ ¼ keð�tÞ þ eseð�tÞ þ ðb2L2Þ=2� q=bentð�tÞ. The approximation to the physical entropy is computed from (3.46). Thus with
nonzero magnetic field
FEð�tkÞ ¼ eseð�tkÞ þ
1
2

b2L2 þ keð�tkÞ � q=bentð�tkÞ: ð3:61Þ
In computing quantities (3.45)–(3.47) the particle trajectories are computed according to Section 3.5.1. The grid function gm;n
i;j

is obtained from the solution to (3.4) with the coefficients derived on the basis of approximate first and second partial deriv-
atives computed according to Sections 3.5.2 and 3.5.3.

In approximating the system (2.16) and (1.2) with Bz ¼ b – 0 it is useful to include the angular momentum as an addi-
tional quantity representative of the solution. The angular momentum is defined as
angð�tÞ ¼
Z
A
ðx1v2 � x2v1Þf ðx;v ;�tÞdvdx: ð3:62Þ
This quantity clearly distinguishes the solutions for which Bz ¼ b – 0 from those for which Bz ¼ 0. This is demonstrated with
some computational examples in Section 4.

For �tk ¼ sm þ tn with sm ¼ mT1 and tn ¼ nDt; m ¼ 0;1 . . . ;M; n ¼ 0;1; . . . ;Ng; and k ¼ mNg þ n the approximation to
angular momentum is denoted angð�tkÞ. Following the expression (3.45) for keð�tkÞ one can consider computing angð�tkÞ as
angð�tkÞ ¼
X

i;j

ðx1ðtnÞv2ðtnÞ � x2ðtnÞv1ðtnÞÞgm;n
i;j

c2ðDnDuÞ2

1� u2
1;j1

� �3=2
1� u2

2;j2

� �3=2 : ð3:63Þ
Here xlðtnÞ ¼ xlði; j; tnÞ; v lðtnÞ ¼ v lði; j; tnÞ; l ¼ 1;2. The problem with the formula (3.63) is that the expression
x1ði; j; tnÞv2ði; j; tnÞ � x2ði; j; tnÞv1ði; j; tnÞ becomes discontinuous as the xlði; j; tnÞ components of a trajectory cross a boundary
x1 ¼ 0 or x1 ¼ L; x2 ¼ 0 or x2 ¼ L and by periodicity re-enter the domain at x1 ¼ L or x1 ¼ 0; x2 ¼ L or x2 ¼ 0. As a result of this
discontinuity the quantity angð�tkÞ is not easily computed according to the formula (3.63).

For an alternative way to compute the angular momentum let
f1ðxÞ ¼
Z 1

�1

Z 1

�1
v1f ðx;v ; tÞdv1dv2; f2ðxÞ ¼

Z 1

�1

Z 1

�1
v2f ðx;v; tÞdv1dv2:
Then
angð�tÞ ¼
Z L

0

Z L

0
ðx1f2ðxÞ � x2f1ðxÞÞdx1dx2: ð3:64Þ
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Considering angð�tÞ in the form (3.64) then f1ðxÞ; f2ðxÞ are approximated by the particle-in-cell method in the same way that
the electron charge density is approximated in Section 3.2.6. Thus, given the approximate trajectories ðxði; j; tnÞ;vði; j; tnÞÞ; tn 2
½0; T1�; n ¼ 0;1; . . . ;Ng and charge elements qm;n

i;j given by (3.29) then the discrete velocity moments can be defined for l ¼ 1;2
as
~flðx; tnÞ ¼
X

i;j

v lði; j; tnÞqm;n
i;j dðx1 � x1ði; j; tnÞÞdðx2 � x2ði; j; tnÞÞ:
The uniform rectangular grid and particle to grid assignment function wðyÞ are as in Section 3.2.6. Velocity moments on the
grid at time tn are then defined for l ¼ 1;2 and j ¼ ðk1; k2Þ; k1; k2 ¼ 0;1; . . . ;Np � 1 as
fn
l ðk1; k2Þ ¼

Z L

0

Z L

0
�w�ðx� xjÞ~flðx; tnÞdx ¼

X
i;j

v lði; j; tnÞqm;n
i;j w�ðx1ði; j; tnÞ � x1;k1

Þw�ðx2ði; j; tnÞ � x2;k2
Þ:
Quantities fn
l ðk1; k2Þ; k2 ¼ Np; k1 ¼ 0;1; . . . ;Np and k1 ¼ Np; k2 ¼ 0;1; . . . ;Np are obtained by periodicity. Thus fn

l ðk1; k2Þ are
defined at the grid points of Section 3.2.6 given by x1;k1 ; x2;k2 ; k1; k2 ¼ 0;1; . . . ;Np.

Let � ¼ L=Np as defined in Section 3.2.6. For k1 ¼ 1; . . . ;Np; k2 ¼ 1; . . . ;Np let �x1;k1 ¼ ðk1 � :5Þ�; �x2;k2 ¼ ðk2 � :5Þ� and for
l ¼ 1;2
fn
l;avðjÞ ¼ fn

l;avðk1; k2Þ ¼ ðfn
l ðk1 � 1; k2 � 1Þ þ fn

l ðk1 � 1; k2Þ þ fn
l ðk1; k2 � 1Þ þ ðfn

l ðk1; k2ÞÞ=4:
Then
angð�tkÞ ¼
XNp

k1¼1

XNp

k2¼1

ð�x1;k1 f
n
2;avðjÞ � �x2;k2 f

n
1;avðjÞÞ�2: ð3:65Þ
3.6. Summary of the numerical method

This section summarizes the numerical procedure in two dimensions similarly to [28], Section 2.4.1 for the one dimen-
sional problem. For positive integers Nx;Nv let Dn ¼ L=Nx; Du ¼ 2=ðNv þ 1Þ. For multiindicies i ¼ ði1; i2Þ and j ¼ ðj1; j2Þ then
the domain X is partitioned as
n1;i1 ¼ ði1 � 1ÞDn; n2;i2 ¼ ði2 � 1ÞDn; i1; i2 ¼ 1; . . . ;Nx;

u1;j1 ¼ �1þ j1Du; u2;j2 ¼ �1þ j2Du; j1; j2 ¼ 1; . . . ;Nv :
For ðni;ujÞ 2 X there corresponds ðni;gjÞ 2 A0 such that gj ¼ ðg1;j1
;g2;j2

Þ and
g1;j1
¼ cu1;j1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� u2
1;j1

q ; g2 ¼
cu2;j2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� u2

2;j2

q :
For the partition of the time interval ½0; T� let T1 > 0 be such that T=T1 ¼ M an integer. Thus ½0; T� is divided into M subin-
tervals of length T1. For positive integer Ng let Dt ¼ T1=Ng . Then tn ¼ nDt; n ¼ 0;1; . . . ;Ng ; sm ¼ mT1; m ¼ 0;1; . . . ;M; and
�tk ¼ sm þ tn for k ¼ mNg þ n. The time tn is the partition of the time interval ½0; T1� for the particle method, the regriding
is done at times sm, and �tk is the actual time of the discrete approximation.

For positive integer Np let � ¼ L=Np. The partition of the region ½0; L� � ½0; L� for the particle-in-cell computation is
x1;k1 ¼ k1�; x2;k2 ¼ k2�; k1; k2 ¼ 0;1; . . . ;Np.

The numerical method proceeds as follows:

(1) at m ¼ 0; n ¼ 0, that is sm ¼ 0; tn ¼ 0:
�g0
i;j ¼ f0ðni;gðujÞÞ ¼ f0 n1;i1 ; n2;i2 ;

cu1;j1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� u2

1;j1

q ;
cu2;j2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� u2

2;j2

q
0
B@

1
CA; k ¼ 1

K

X
i;j

�g0
i;j

c2ðDuDnÞ2

1� u2
1;j1

� �3=2
1� u2

2;j2

� �3=2 ;

and g0;0
i;j ¼ �g0

i;j=k. Here K is the L1 norm of f0ðn;gÞ.

(2) At m P 0;n ¼ 0, that is sm ¼ mT1; tn ¼ 0:xi;jð0Þ ¼ ni; v i;jð0Þ ¼ gj where ni ¼ ðn1;i1 ; n2;i2 Þ; gj ¼ ðg1;j1

;g2;j2
Þ. For

l; k ¼ 1;2; @xl
@nk
ði; j;0Þ ¼ 1; l ¼ k; @xl

@nk
ði; j;0Þ ¼ 0; l – k; @v l

@nk
ði; j;0Þ ¼ 0; @xl

@gk
ði; j;0Þ ¼ 0; @v l

@gk
ði; j;0Þ ¼ 1; l ¼ k; @v l

@gk
ði; j;0Þ ¼ 0; l –

k. For the coefficients c1; . . . ; c10 of (3.4) c3 ¼ 1; c4 ¼ 1 and ck ¼ 0; k ¼ 1;2;5;��;10. For

l ¼ 1;2; 0 6 r1; r2; s1; s2 6 2; r1 þ r2 þ s1 þ s2 ¼ 2; @2xl

@n
r1
1 @n

r2
2 @gs1

1 @gs2
2

ði; j;0Þ ¼ 0; @2v l

@n
r1
1 @n

r2
2 @gs1

1 @gs2
2

ði; j; 0Þ ¼ 0, coefficient c11; c12;

c13; c14 ¼ 0. The values of gm;0
i;j are given from (1) if m ¼ 0 and from (4) if m > 0. The i; jth charge is
qm;0
i;j ¼ gm;0

i;j

c2ðDuDnÞ2

ð1� u2
1;j1
Þ3=2ð1� u2

2;j2
Þ3=2 :
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(3) For given time sm ¼ mT1; m ¼ 0;1; . . . ;M � 1: For tn; n ¼ 0;1; . . . ;Ng � 1 we assume values for

gm;n
i;j ; xði; j; tnÞ;vði; j; tnÞ; @xl

@nk
ði; j; tnÞ; @v l

@nk
ði; j; tnÞ; @xl

@gk
ði; j; tnÞ; @v l

@gk
ði; j; tnÞ; k; l ¼ 1;2; c1ði; j; tnÞ; . . . ; c10ði; j; tnÞ; @2xl

@n
r1
1 @n

r2
2 @gs1

1 @gs2
2

ði; j; tnÞ;
@2v l

@n
r1
1 @n

r2
2 @gs1

1 @gs2
2

ði; j; tnÞ; l ¼ 1;2; 0 6 r1; r2; s1; s2 6 2; r1 þ r2 þ s1 þ s2 ¼ 2; c11ði; j; tnÞ; . . . ; c14ði; j; tnÞ; and qm;n
i;j . The solution

to the Poisson equation is approximated by the particle-in-cell method of Section 3.2.6. The background charge is
normalized according to (3.33) so that charge neutrality is preserved. At the particle positions the electric field,
Elðx; tnÞ; l ¼ 1;2 is obtained from (3.36), the first partial derivatives, @El

@xk
ðx; tnÞ; k; l ¼ 1;2, are obtained from(3.37), the

second partial derivatives @2El
@xr

1@xs
2
ðx; tnÞ; l ¼ 1;2; r; s ¼ 0;1;2; r þ s ¼ 2, are obtained from (3.38). For �tk ¼ mT1þ

tn; k ¼ mNg þ n, the values eseð�tkÞ; keð�tkÞ; FEð�tkÞ are computed according to (3.47), (3.45) and (3.48). The quantity
angð�tkÞ is computed from (3.65) for problems involving Bz ¼ b – 0. Then at time tnþ1
(i) �gnþ1
i;j is computed by solving (3.4),
k ¼ 1
K

X
i;j

�gnþ1
i;j

c2ðDuDnÞ2

ð1� u2
1;j1
Þ3=2ð1� u2

2;j2
Þ3=2 ;

and gm;nþ1
i;j ¼ �gnþ1

i;j =k.
(ii) xði; j; tnþ1Þ; vði; j; tnþ1Þ are computed from (3.19) and (3.20) if Bz ¼ 0 or from (3.49)–(3.51) and (3.52) if
Bz ¼ b – 0.

(iii) @xl
@nk
ði; j; tnþ1Þ; @v l

@nk
ði; j; tnþ1Þ; @xl

@gk
ði; j; tnþ1Þ; @v l

@gk
ði; j; tnþ1Þ; k; l ¼ 1;2 are computed from (3.21)–(3.23) and (3.24) if Bz ¼ 0

or from equations of type (3.53)–(3.55) and (3.56) if Bz ¼ b – 0. Systems (3.26) are solved for each i; j and coef-
ficients c1ði; j; tnþ1Þ; . . . ; c10ði; j; tnþ1Þ are computed.

(iv) @2xl

@n
r1
1 @n

r2
2 @gs1

1 @gs2
2

ði; j; tnþ1Þ; @2v l

@n
r1
1 @n

r2
2 @gs1

1 @gs2
2

ði; j; tnþ1Þ; l ¼ 1;2; 0 6 r1; r2; s1; s2 6 2; r1 þ r2 þ s1 þ s2 ¼ 2 are computed

from equations of type (3.27) and (3.28) if Bz ¼ 0 or from equations of type (3.57)–(3.59) and (3.60) if
Bz ¼ b – 0. Coefficients c11ði; j; tnþ1Þ; . . . ; c14ði; j; tnþ1Þ are derived according to the procedure of Section 3.2.5.

(v) The charge at the i; j trajectory is
qm;nþ1
i;j ¼ gm;nþ1

i;j

c2ðDuDnÞ2

ð1� u2
1;j1
Þ3=2ð1� u2

2;j2
Þ3=2 :
(4) For n ¼ Ng ; tNg ¼ T1:
For given m ¼ 0;1; . . . ;M � 1 then �tk ¼ mT1 þ tNg ¼ ðmþ 1ÞT1 ¼ smþ1 with k ¼ ðmþ 1ÞNg . Following the proce-
dure of Section 3.3 the solution along particle trajectories is interpolated onto the fixed grid in X given by (3.1)
and (3.2). This provides the initial function gmþ1;0

i;j for (3.4) at time smþ1. If mþ 1 < M then the computation re-
turns to step (2). The cycle from (2) to (4) is repeated to compute the solution to (1.1) and (1.2) or (2.16) and
(1.2) for �tk 2 ½ðmþ 1ÞT1; ðmþ 2ÞT1�. If mþ 1 ¼ M then k ¼ MNg ¼ Nt and gmþ1;0

i;j ¼ gM;0
i;j gives the approximate

solution to (1.1) and (1.2) or (2.16) and (1.2) at time �tNt ¼ T . The quantities ese; ke; FE and ang are computed
at time T from the function gM;0

i;j , and the computational cycle is ended.
4. Computational examples

To demonstrate the effectiveness of the numerical method for solving (1.1) and (1.2) or (2.16) and (1.2) some computa-
tions are carried out to show the convergence to the steady state solution. It can be determined that the steady state solution
for (1.1) and (1.2) is
fsðx; vÞ ¼
K

2pq=b

exp � jvj
2=2þ/ðxÞ

q=b

� �
R L

0

R L
0 exp � /ðxÞ

q=b

� �
dx

� � ð4:1Þ
where K ¼
R
A f0ðx;vÞdvdx. The function /ðxÞ is the solution to
Dx/ ¼ � K
exp � /ðxÞ

q=b

� �
R L

0

R L
0 exp � /ðxÞ

q=b

� �
dx
� hðxÞ

0
@

1
A ð4:2Þ
with
/ð0; x2Þ ¼ /ðL; x2Þ; /ðx1;0Þ ¼ /ðx1; LÞ:
The function hðxÞ is such that
R L

0

R L
0 hðxÞdx ¼ K . The solution to (4.2) is not unique so that if /ðxÞ is a solution so is /ðxÞ þ c for

a constant c. However, the steady state solution (4.1) is unchanged if /ðxÞ is replaced by /ðxÞ þ c.
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For a proof that the solution to (1.1) and (1.2) converges to a steady state of the form given by (4.1) and (4.2) we refer to
[8], (Theorem B, p. 492). This proof in [8] is, however, for an initial value problem in a three dimensional space. The functions
fsðx;vÞ;/ðxÞ defined by (4.1) and (4.2) are the adaptation to the present two-dimensional periodic problem of the steady state
solution [8], (2.14) and (2.15). Another reference on the time asymptotic behavior of solutions to the Vlasov–Poisson–Fok-
ker–Planck system of the form (1.1) and (1.2) is [6].

Another point to make is that the functions given by (4.1) and (4.2) also provide a time independent solution to (2.16) and
(1.2). This is because v2

@fs
@v1
� v1

@fs
@v2
¼ 0. We do not provide a complete proof as in [8] that the solution to (1.1) and (1.2) or

(2.16) and (1.2) converges to the functions given by (4.1) and (4.2) as t !1. However, a key component of the proof in [8] is
to show that the free energy, FEð�tÞ; �t P 0 is a monotonically decreasing function bounded from below. The monotonic de-
crease of free energy is derived as [8], (2.46). Within the present 2-D context this result is written for �t 2 ½0; T� as
dðFEð�tÞÞ
d�t

¼ �b
Z
A

v
ffiffiffi
f

p
þ 2q=brv

ffiffiffi
f

p 2ð�tÞdvdx: ð4:3Þ
The derivative with respect to �t being negative the function FEð�tÞ is therefore decreasing. Following the derivation of [8] one
can readily show that expression (4.3) can be derived from f as a solution to (1.1) and (1.2). The same expression can be de-
rived from f as a solution to (2.16) and (1.2). That the free energy is bounded from below and therefore converges to a limit is
proved in the present context similarly as in [8, p. 499]. This monotonic decrease of the free energy to a limiting value either
for the solution of (1.1) and (1.2) or (2.16) and (1.2) is demonstrated in the computational examples to follow. It is our
assumption that other aspects of the analysis of [8] can be adapted to prove the convergence of the solution of (1.1) and
(1.2) to the steady state solution (4.1) and (4.2) as �t !1. We will assume that the solution to (2.16) and (1.2) also converges
to this same steady state solution. The focus at this point is to show this convergence computationally.

In demonstrating the convergence to the steady state representative quantities that are computed are the kinetic energy,
electrostatic energy, free energy, and if Bz – 0 the angular momentum. One can determine analytically an exact expression
for the steady state value of kinetic energy. For fsðx;vÞ given by (4.1) then 1=2

R
A jvj

2fsðx;vÞdvdx ¼ Kq=b. Thus with keð�tÞ de-
fined by (3.43) as �t !1 then
keð�tÞ ! Kq
b
: ð4:4Þ
Also by replacing f ðx;v ;�tÞ by fsðx;vÞ in (3.62) it is determined that angð�tÞ ! 0 as �t !1. The steady state values for the elec-
trostatic energy and free energy depend on the function /ðxÞ. Unless /ðxÞ is known exactly one cannot obtain exact values for
the steady state ese and FE.

4.1. The order of accuracy of the deterministic particle method

Some computations are carried out similar to those in [28] to determine the order of accuracy of the numerical method of
Section 3. In [30] an analysis is carried out that shows that as applied to a 1-D linear initial value problem the deterministic
particle method has accuracy that is OððDxÞ2 þ ðDvÞ2 þ Dt þ eÞ. Here Dx;Dv are discretization parameters on phase space, Dt
the discretization parameter in time, and e provides a contribution to the error due to restriction of the approximation to a
finite domain. If the domain of approximation is sufficiently large, and thus e is sufficiently small then the error follows an
estimate that is first order in Dt and second order in the spatial small parameters. It is then demonstrated computationally in
[30] that a similar estimate that is first order in Dt and second order in the spatial small parameters can apply to the periodic
boundary value problem. A result of this type is also demonstrated in [28] for the numerical approximation of the nonlinear
Vlasov–Poisson–Fokker–Planck system in one dimension.

We determine computationally that the results on the order of accuracy in 1-D generalize in a consistent way to the
approximation of (1.1) and (1.2) by the numerical method of Section 3. For this purpose a test problem is constructed. In
(4.1) and (4.2) we let L ¼ 1 and
/ðxÞ ¼ �q=bcosð2px1Þcosð2px2Þ: ð4:5Þ
Also,
K ¼ 2pq=b
Z 1

0

Z 1

0
exp �/ðxÞ

q=b

� �
dx;
and
hðxÞ ¼ 2pq=b expðcosð2px1Þcosð2px2ÞÞ þ 2q=bð2pÞ2cosð2px1Þcosð2px2Þ:
With this an exact time independent solution to (1.1) and (1.2) is
f ðx;vÞ ¼ expðcosð2px1Þcosð2px2ÞÞ exp � jv j
2

2q=b

 !
ð4:6Þ
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with /ðxÞ in (4.2) given by (4.5). The electric field for this solution is
E1ðxÞ ¼ �
@/
@x1
¼ �q=bð2pÞsinð2px1Þcosð2px2Þ; ð4:7Þ

E2ðxÞ ¼ �
@/
@x2
¼ �q=bð2pÞsinð2px2Þcosð2px1Þ: ð4:8Þ
The approximation to (1.1) and (1.2) is computed by the numerical method of Section 3 with initial data f0ðx;vÞ ¼ f ðx;vÞ
with f ðx;vÞ defined by (4.6). Regarded now as a time dependent solution the function (4.6) is the exact solution for the phase
space distribution function, and (4.7) and (4.8) are the exact components of the electric field.

To determine the order of accuracy we consider the discrete relative L2 error in the electric field. The partition of the Pois-
son mesh given in Section 3.2.6 is x1;k1 ; x2;k2 ; k1; k2 ¼ 0;1; . . . ;Np. The partition of the time interval ½0; T� is is given in terms of
�tk; k ¼ 0;1; . . . ;Nt as described in Section 3.1. The exact value of the electric field at the points ðx1;k1 ; x2;k2 Þ at time �tk is
E1ðx1;k1
; x2;k2

;�tkÞ ¼ �q=bð2pÞsinð2px1;k1
Þcosð2px2;k2

Þ;
E2ðx1;k1

; x2;k2
;�tkÞ ¼ �q=bð2pÞsinð2px2;k2

Þcosð2px1;k1
Þ:
For �tk in the subinterval ½mT1; ðmþ 1ÞT1� then �tk ¼ sm þ tn where sm ¼ mT1 and tn ¼ nDt; m ¼ 0;1; . . . ;M � 1;
n ¼ 0;1; . . . ;Ng . The approximation to the components of the electric field at the Poisson mesh points at the time tn is com-
puted in Section 3.2.6 and is denoted En

1ðk1; k2Þ; En
2ðk1; k2Þ. Let dif ðE1ðk1; k2;�tkÞÞ ¼ E1ðx1;k1 ; x2;k2 ;

�tkÞ � En
1ðk1; k2Þ and

dif ðE2ðk1; k2;�tkÞÞ ¼ E2ðx1;k1; x2;k2 ;
�tkÞ � En

2ðk1; k2Þ. The discrete relative L2 error in the electric field is then given by
erelð�tkÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPNp

k1¼1

PNp

k2¼1 ðdif ðE1ðk1; k2;�tkÞÞÞ2 þ ðdif ðE2ðk1; k2;�tkÞÞÞ2
h ir

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPNp

k1¼1

PNp

k2¼1 ðE1ðx1;k1 ; x2;k2 ;
�tkÞÞ2 þ ðE2ðx1;k1 ; x2;k2 ;

�tkÞÞ2
h ir ð4:9Þ
The parameter, c, in (3.3) controls the extent of the domain in velocity space for the discrete approximation. This parameter
is made sufficiently large so that error due to truncating velocity space to a finite domain is made negligibly small. Also, for
all computations of Section 4 Np ¼ Nx so the discretization parameter on the Poisson mesh, �, is such that � ¼ Dn. With this
the assumption is made that erelð�tkÞ has a bound in terms of discretization parameters Dn;Du;Dt of the type
erelð�tkÞ 6 Kð�tkÞððDnÞ2 þ ðDuÞ2 þ DtÞ ð4:10Þ
in which Kð�tÞ is a continuous function of time. The goal is to verify computationally the error estimate (4.10).
For the computation of relative L2 error we let b ¼ :1; q ¼ :01 in (1.1) with f0ðx;vÞ ¼ f ðx;vÞ given by (4.6). Computations

are done with (1) Nx ¼ Nv ¼ 16; Dn ¼ 1=16;Du ¼ 2=17;Dt ¼ :004, (2) Nx ¼ Nv ¼ 24; Dn ¼ 1=24;Du ¼ 2=25;Dt ¼ :002, (3)
Nx ¼ Nv ¼ 32; Dn ¼ 1=32;Du ¼ 2=33;Dt ¼ :001. The parameter, c, in (3.3) is c ¼ 1. The computations are carried out for
0 6 �tk 6 T; T ¼ 2. For (1) the regrid parameter is Ng ¼ 25, for (2) Ng ¼ 50, for (3) Ng ¼ 100. Thus regriding occurs for each
computation at time intervals Ds ¼ :1. Fig. 1 shows the graphs of erelð�tkÞ for computations (1)–(3), the solid line is from
(3), the dashed line from (2), and the dashdot line from (1). Clearly erelð�tkÞ decreases as Nx;Nv increase and Dt decreases.
We want to determine if the error conforms to the estimate (4.10).

If the function Kð�tÞ in (4.10) is known precisely enough then we can assume erelð�tkÞ � Kð�tkÞððDnÞ2 þ ðDuÞ2 þ DtÞ. On the
basis of this assumption from computation (3) with Dn3 ¼ 1=32;Du3 ¼ 2=33;Dt3 ¼ :001 the function Kð�tkÞ is approximated.
Let erel;3ð�tkÞ be the discrete relative L2 error in the electric field computed from (4.9) with parameters Dn3;Du3;Dt3. Let
D3 ¼ ðDn3Þ2 þ ðDu3Þ2 þ Dt3. Then
Kð�tkÞ �
erel;3ð�tkÞ

D3
: ð4:11Þ
We now determine if the discrete relative L2 error from computations (1) and (2) conforms to expression (4.10) with Kð�tkÞ
given by (4.11). The L2 error (4.9), obtained from computation (1) with Dn1 ¼ 1=16;Du1 ¼ 2=17;Dt1 ¼ :004 is denoted
erel;1ð�tkÞ, and the L2 error from computation (2) with Dn2 ¼ 1=24;Du2 ¼ 2=25;Dt2 ¼ :002 is denoted erel;2ð�tkÞ. For
D1 ¼ ðDn1Þ2 þ ðDu1Þ2 þ Dt1 and D2 ¼ ðDn2Þ2 þ ðDu2Þ2 þ Dt2 let est1ð�tkÞ ¼ Kð�tkÞD1; est2ð�tkÞ ¼ Kð�tkÞD2 be the error estimates
for computations (1) and (2). Expression (4.10) is valid if erel;2ð�tkÞ 6 est2ð�tkÞ; erel;1ð�tkÞ 6 est1ð�tkÞ. Fig.2 shows the graphs of
erel;lð�tkÞ compared with estlð�tkÞ; l ¼ 1;2; erel;1 is the thin line, erel;2 the solid line, est1 the dashed line, est2 the dashdot line.
For the computation (2) with Nx ¼ Nv ¼ 24;Dt ¼ :002; erel;2ð�tkÞ � est2ð�tkÞ. For the computation (1) with Nx ¼ Nv ¼
16;Dt ¼ :004; erel;1ð�tkÞ � est1ð�tkÞ up to time t � :4. Then erel;1ð�tkÞ < est1ð�tkÞ. Thus, the estimate (4.10) holds for computations
(1) and (2) with Kð�tkÞ computed from (4.11). This then provides some confirmation that the order of accuracy of the deter-
ministic particle method of Section 3 is given by an expression of type (4.10).

Another computation is done involving the electrostatic energy to further clarify the order of accuracy estimate. From the
expression for the field (4.7) and (4.8) an exact value of the electrostatic energy is
eseexactð�tkÞ ¼
1
2

Z 1

0

Z 1

0
ðjE1j2 þ jE2j2Þdx1dx2 ¼ :098696 � � � :
Then let deseð�tkÞ ¼ jeseexactð�tkÞ � eseð�tkÞj in which eseð�tkÞ is the approximate value computed from (3.47). Assuming a bounded
continuous function Kð�tÞ is known precisely then it is further assumed that the error deseð�tkÞ is given by
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deseð�tkÞ ¼ Kð�tkÞððDnÞ2 þ ðDuÞ2 þ DtÞ: ð4:12Þ
For l ¼ 1;2;3 let Dl ¼ ðDnlÞ2 þ ðDulÞ2 þ Dtl; eselð�tkÞ, and deselð�tkÞ ¼ jeseexactð�tkÞ � eselð�tkÞj be quantities corresponding to com-
putations (1)–(3). Thus deselð�tkÞ ¼ Kð�tkÞDl. Let r1 ¼ D3=D1 � :2598 and r2 ¼ D3=D2 � :5574. Assuming the error is given by
(4.12) then for l ¼ 1;2; dese3ð�tkÞ=deselð�tkÞ ¼ rl or dese3ð�tkÞ ¼ rldeselð�tkÞ. Fig. 3 shows the graphs of eseð�tkÞ for computations
(1)–(3) compared to eseexactð�tkÞ for 0 6 �tk 6 2. Fig. 4 shows the graphs of deselð�tkÞ; l ¼ 1;2;3; the dashed line is for l ¼ 1,
the thin line for l ¼ 2, and the solid line for l ¼ 3. Also plotted in Fig. 4 are the quantities r1dese1ð�tkÞ (dashdot line) and
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r2dese2ð�tkÞ (dotted line with asterisks). The graphs of rldeselð�tkÞ; l ¼ 1;2 are very close to the graph of dese3ð�tkÞ. It therefore
appears that an expression for the error of the type (4.12) predicts rather precisely the error in the graphs of ese.

4.2. Approach to a steady state having a known exact solution

For the next example an exact analytical expression is obtained for the steady state solution. We begin by letting Bz ¼ 0.
The initial data for (1.1) and (1.2) is
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Fig. 3. Graphs of eseð�tkÞ compared to eseexactð�tkÞ.
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f0ðx; vÞ ¼
K

2pv2
thL2 1þ 2� cos

2px1

L

� �
þ cos

2px2

L

� �� �� �
exp �v2

1 þ v2
2

2v2
th

� �
: ð4:13Þ
If b ¼ 0; q ¼ 0 in (1.1) which gives the collisionless Vlasov–Poisson system then initial data of the form (4.13) results in a
solution that demonstrates Landau damping. Solving (1.1) and (1.2) with initial data (4.13) and b; q nonzero includes in
the mathematical model effects of particle collisions. For this example the function, f, in (1.1) is assumed to be an electron
distribution with hðxÞ in (1.2) a fixed background density function for positive ions. The one dimensional form of (1.1) and
(1.2) with initial data of type (4.13) is studied in [1,12,16]. The focus of the present computations is on the convergence of the
solution to a steady state. The solution to (1.1) and (1.2) with initial data (4.13) has a limit function as �t !1 that can be
determined exactly. The L1 norm of f0ðx; vÞ is

R
A f0ðx;vÞdvdx ¼ K . The background charge density in (1.2) is hðxÞ ¼ K=L2 so

that
R L

0

R L
0 hðxÞdx ¼ K . At the steady state /ðxÞ ¼ 0. Therefore, as �t !1 it follows from (4.1) that the solution to (1.1) and

(1.2) or (2.16) and (1.2) converges to
fsðx; vÞ ¼
K

ð2pq=bÞL2 expð�jvj2=ð2q=bÞÞ: ð4:14Þ
Representative quantities that are computed converge to known steady state values. As �t !1 the kinetic energy approaches
the value given by (4.4). Since /ðxÞ ¼ 0 then
eseð�tÞ ! 0: ð4:15Þ
Also, using (4.14) in evaluating (3.44) it follows that
entð�tÞ ! �Kln
K

ð2pq=bÞL2

 !
þ 1

q=b

Z
A

jv j2

2
fsdvdx
and
FEð�tÞ ! qK
b

ln
K

ð2pq=bÞL2

 !
: ð4:16Þ
For initial data given by (4.13) and hðxÞ as given the approximation to (1.1) and (1.2) is computed by the deterministic par-
ticle method of Section 3. In (4.13) we let L ¼ 1; K ¼ 3:5; � ¼ :01; v th ¼ :3=p. These parameters are the same as those used in
the computations of [28], Figs. 8–11 for the 1-D system. In Eq. (1.1) b ¼ :1. The diffusion parameter q is varied as q ¼ :0005
and q ¼ :002. For the computations Nx ¼ 20;Nv ¼ 20. Thus Dn ¼ 1=Nx ¼ 1=20; Du ¼ 2=ðNv þ 1Þ ¼ 2=21. The parameter c in
(3.3) is c ¼ :5. For the time step Dt ¼ :01; tn ¼ nDt;n ¼ 0;1; . . . ;Ng for Ng ¼ 100. Thus, the interval of the particle computa-
tion is ½0; T1�; T1 ¼ 1. Regriding is done at time sm ¼ mT1 ¼ m; m ¼ 1; . . . ;M, with M ¼ 50. The total number of time steps is
Nt ¼ MNg ¼ 5000. The time of the computation is �tk ¼ sm þ tn; k ¼ ðm� 1ÞNg þ n; m ¼ 1; . . . ;50; n ¼ 0;1; . . . ;100. Thus
k ¼ 0;1; . . . ;5000 and 0 6 �tk 6 50.
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Fig. 5. Kinetic energy for Landau damping.
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If q ¼ :0005 then according to (4.4) keð�tÞ ! ð3:5Þð:0005Þ=:1 ¼ :0175. If q ¼ :002 then keð�tÞ ! ð3:5Þð:002Þ=:1 ¼ :07. The
approximation to kinetic energy is keð�tkÞ computed according to (3.45). The graphs of keð�tkÞ are shown in Fig. 5 compared
to the exact steady state values. The electrostatic energy, eseð�tkÞ, is computed from (3.47). The graphs of eseð�tkÞ are in
Fig. 6. For both graphs ese! 0 as expected; however, the approach to zero is faster for larger q. The free energy graphs
are shown in Figs. 7 and 8. It is known from (4.3) that the free energy is a monotonically decreasing function of time. Letting
L ¼ 1;K ¼ 3:5; b ¼ :1 in (4.16) then if q ¼ :0005; FE! :082481 and if q ¼ :002; FE! :232884. The graph of FEð�tkÞ showing
the convergence to the steady state value is in Fig. 8 for q ¼ :0005 and in Fig. 7 for q ¼ :002. The small discontinuities in
the FE graphs are due to the regriding. The regriding preserves the continuity of the kinetic energy but not that of the entropy
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or free energy. The graphs in Figs. 5–8 demonstrate that the approach to the steady state of the computed values agrees well
with the exact steady state values.

Some comments are provided at this point on how to set the parameters T1 ¼ Ds and Dt giving the length of the interval
and time step for the particle computation. This then determines the regrid parameter Ng . In general the parameter Ds
should be large relative to Dt so that many iterations of the particle method take place before regriding, but Ds should be
small relative to the total time of computation, T. The coefficients clði; j; tnÞ in (3.4) increase with increasing tn in the interval
½0; T1�, and the quantity HðtnÞ following (3.5) also increases. The closer HðtnÞ gets to one the more iterations are needed for
convergence of the SOR algorithm for solving (3.4). So Ds ¼ T1 and the parameter Ng are made sufficiently small so as to limit
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Fig. 8. Free energy for Landau damping, q ¼ :0005.
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the number of iterations required for convergence of the SOR algorithm on the interval ½0; T1�. For example, for the compu-
tation of Figs. 5 and 6 for b ¼ :1; q ¼ :002; T1 ¼ 1; Ng ¼ 100 the SOR method converges to a tolerance of 10�12 with 8 to 9
iterations at each time step on the interval ½0; T1�. Another reason for making T1 relatively small is to keep discontinuities at
the time of regriding from becoming too pronounced. Such discontinuities due to regriding are apparent in the free energy
graphs, Figs. 7 and 8. Within limits the regrid parameter need not be specified very precisely. Regarding the solutions of Figs.
5 and 6 the regrid parameter is Ng ¼ 100. There is little change in the solution if Ng ¼ 50. However, without regriding the
particle method becomes unstable and inaccurate for sufficiently large time. This happens regardless of whether the SOR
method or Douglas–Rachford method is used for solving (3.4). For example, without regriding the ese graph of Fig. 6 for
b ¼ :1; q ¼ :002 diverges away from zero and the solution becomes inaccurate after about 500 steps of the particle method
alone. With regriding the solution is stable and accurate over an extended time interval. The main consideration in deter-
mining Dt, the time step of the particle method, is the accuracy of the solution. Our assumption based on the computations
of Section 4.1 is that the accuracy of the method is OððDnÞ2 þ ðDuÞ2 þ DtÞ. Hence, it is assumed we should have Dt 6 Dn;Du.
Given this constraint Dt is then made sufficiently small so that the solution is not significantly changed by further reducing
Dt. Some initial experimentation is needed to determine values for T1 and Dt.

We now consider the effect of letting Bz ¼ b – 0 in which case the equations to be approximated are (2.16) and (1.2). The
initial data for (2.16) is maintained as (4.13). The parameters L;K; �; v th; b are as previously given. The parameter b is given
the value Bz ¼ b ¼ :01. The parameter q is varied as q ¼ :0005 and q ¼ :002.

In applying the deterministic particle method of Section 3 to approximate (2.16) and (1.2) the computation of particle
trajectories, first an second partial derivatives, and coefficients in (3.4) are carried out according to Sections 3.5.1, 3.5.2
and 3.5.3.

We compare the computation of kinetic energy, electrostatic energy, and free energy for b ¼ :01 with the case previously
computed for b ¼ 0. What is observed is that the graphs of keð�tkÞ and eseð�tkÞ for b ¼ :01 and b ¼ 0 are so close as to be indis-
tinguishable. Also, the graph of FEð�tkÞ computed for b ¼ 0 from (3.48) appears essentially the same as for FEð�tkÞ � 1=2b2L2

computed from (3.61). To demonstrate this the graphs of eseð�tkÞ for q ¼ :0005 with b ¼ 0 and b ¼ :01 are shown in Fig. 9
for 0 6 �tk 6 20. The graph for b ¼ :01 is the solid line. The graph for b ¼ 0 is a dotted line with x’s at every eighth data point.
The x’s are visible, but otherwise the dotted line cannot be distinguished from the solid line.

A quantity that clearly distinguishes the solution with b ¼ :01 from that with b ¼ 0 is the angular momentum. The angu-
lar momentum, angð�tÞ, is defined by (3.62), and if b ¼ 0 it can be determined analytically that if the initial data is (4.13) then
angð�tÞ ¼ 0; t P 0. This is not the case if b – 0. Fig. 10 shows the graphs of the approximation to angular momentum, angð�tkÞ,
computed according to (3.65) for the solution with b ¼ :01. The solid line is for q ¼ :002, the thin line for q ¼ :0005. Thus, for
b ¼ :01 the angular momentum is a nonzero oscillating quantity which decays to zero as �tk gets large, the larger the value of
q the faster the decay to zero. For b ¼ 0 angð�tkÞ � 0. Fig. 10 also includes the graph angð�tkÞ for b ¼ 0 and q ¼ :0005 given by a
dashdot line. For this graph jangð�tkÞj 6 10�10, so the graph essentially coincides with the t axis. The graph of angular momen-
tum for b ¼ 0; q ¼ :002 is similarly close to zero. For all computations angð�tkÞ ! 0 for large �tk. This is consistent with the fact
that for fs given by (4.14)
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Fig. 10. Graphs of angular momentum for b ¼ 0 and b ¼ :01.
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lim�t!1angð�tÞ ¼
Z
A
ðx1v2 � x2v1Þfsðx; vÞdvdx ¼ 0:
We note that for the computations involving angular momentum the regrid parameter is Ng ¼ 50. The more frequent reg-
riding avoids some small discontinuities in the angular momentum graphs at points of regriding and otherwise has a neg-
ligible effect on the solution from that previously computed with Ng ¼ 100.

We now take a closer look at the graphs of electrostatic energy given in Fig. 9 and determine that there is a difference
between the ese graphs for b ¼ :01 and b ¼ 0. The graphs in Fig. 9 are for q ¼ :0005. It can be determined that for f ;/ the
solution to (1.1) and (1.2) and E ¼ �r/ then
d
d�t

1
2

Z L

0

Z L

0
ðjE1j2 þ jE2j2Þdx2dx1 ¼ �

Z
A
ðE1v1 þ E2v2Þfdvdx:
That is
d
d�t

eseð�tÞ ¼ �
Z
A
ðE � vÞf ðx;v ;�tÞdvdx: ð4:17Þ
The same formula (4.17) is derived if f ;/ are the solution to (2.16) and (1.2). Thus, let eseð�tÞ be the electrostatic energy asso-
ciated with the solution to (1.1) and (1.2) and esebð�tÞ be the electrostatic energy associated with the solution to (2.16) and
(1.2). Also, the distribution function and electric field for (1.1) and (1.2) are denoted f ðx;v ;�tÞ and Eðx;�tÞ ¼ ðE1ðx;�tÞ; E2ðx;�tÞÞ.
The distribution function and field for (2.16) and (1.2) with b – 0 are denoted fbðx;v ;�tÞ and Ebðx;�tÞ ¼ ðEb;1ðx;�tÞ; Eb;2ðx;�tÞÞ. Then
from (4.17) an equation for the difference eseð�tÞ � esebð�tÞ is
d
dt
ðeseð�tÞ � esebð�tÞÞ ¼ �

Z
A
ðE � vÞf ðx;v ;�tÞdvdx�

Z
A
ðEb � vÞfbðx;v ;�tÞdvdx

� �
: ð4:18Þ
Let Ið�tÞ ¼
R
AðE � vÞfdvdx and Ibð�tÞ ¼

R
AðEb � vÞfbdvdx. Also, let deseð�tÞ ¼ eseð�tÞ � esebð�tÞ and dIð�tÞ ¼ Ið�tÞ � Ibð�tÞ. According to

(4.18) the extreme values of deseð�tÞ occur at the zeros of dIð�tÞ. This is demonstrated numerically. Let eseð�tkÞ be the ese graph
for b ¼ 0 and esebð�tkÞ the graph for b – 0. These graphs are in Fig. 9. Then the approximation to deseð�tÞ is
deseð�tkÞ ¼ eseð�tkÞ � esebð�tkÞ. The approximation to Ið�tÞ is computed from the formula
Ið�tkÞ ¼
XNp

k1¼1

XNp

k2¼1

En
1;avðjÞf

n
1;avðjÞ þ En

2;avðjÞf
n
2;avðjÞ

� �
�2: ð4:19Þ
Here fn
1;av ; fn

2;av are precisely as in (3.65) and En
1;av ; En

2;av are as in formula (3.47). The approximation to Ibð�tÞ, denoted Ibð�tkÞ, is
computed exactly as for (4.19) in which the field En

bðjÞ and moments fn
1ðjÞ; fn

2ðjÞ are obtained by approximating (2.16) and
(1.2) with b – 0. Thus, the approximation to dIð�tÞ is dIð�tkÞ ¼ Ið�tkÞ � Ibð�tkÞ. Fig. 11 shows the graph of deseð�tkÞ and �dIð�tkÞ for
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Fig. 11. Graphs of deseð�tkÞ and �dIð�tkÞ for 0 6 �tk 6 50.
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the time interval ½0; T�; T ¼ 50. The computational parameters are those of Fig. 9. Fig. 12 shows the graph for 0 6 �tk 6 20 in
which it is more clearly seen that the relative maxima and minima of deseð�tkÞ are at the zeros of dIð�tkÞ. This then is consistent
with Eq. (4.18). The maximum value of deseð�tkÞ is Oð10�8Þ. This difference between eseð�tkÞ and esebð�tkÞ is not apparent from
the graphs in Fig. 9.

If the strength of the magnetic field is increased, that is the constant b in (2.16) is increased, then the angular momentum
increases. Fig. 13 shows the result of computing the solution to (2.16) and (1.2) with q ¼ :0005 and b ¼ :1. The thin line is the
angular momentum computed with b ¼ :1 in comparison to that computed with b ¼ :01 shown by the solid line. The quan-
tity deseð�tkÞ, shown in Fig. 11 for b ¼ :01, similarly increases. If b ¼ :1 the graphs of deseð�tkÞ and dIð�tkÞ have a similar form to
the graphs in Fig. 11, but the maximum value of deseð�tkÞ is now Oð10�6Þ. These graphs are not shown.

The graphs of angular momentum, Figs. 10 and 13, and the graph of deseð�tkÞ, Fig. 11, demonstrate the difference in the
solutions to (1.1) and (1.2) for b ¼ 0 and (2.16) and (1.1) for b – 0. What is also observed is that representative quantities
approach the same steady state values if b ¼ 0 and (1.1) and (1.2) is solved or b – 0 and (2.16) and (1.2) is solved. Thus
in Figs. 10 and 13 angð�tkÞ ! 0 and in Fig. 11 deseð�tkÞ ! 0 as �tk gets large. This is consistent with our assumption that solutions
to (1.1) and (1.2) and solutions to (2.16) and (1.2) with b – 0 approach the same steady state solution given by (4.1) and
(4.2). However, for the present example it can be shown more precisely that the solutions with b ¼ 0 and b – 0 both con-
verge with increasing time to the same limit function.

For initial data (4.13) we demonstrate that the solutions to (1.1) and (1.2) with b ¼ 0 and (2.16) and (1.2) with b – 0 con-
verge in a pointwise sense to the exact steady state solution given by (4.14). The approximation to the distribution function,
f ðx;v ; tÞ, is recovered on a fixed grid at the time of regriding. That is in Section 3.3 at time
�tk ¼ sm ¼ mT1; tn ¼ 0; k ¼ mNg ;n ¼ 0 the grid function gm;0

i;j � f ðni;gj;mT1Þ where f ðx;v; tÞ is the solution to (1.1) and (1.2)
if b ¼ 0 or (2.16) and (1.2) if b – 0 and ni;gj are defined by (3.1) and (3.3). For fsðx;vÞ given by (4.14) let f e

i;j ¼ fsðni;gjÞ be
the exact steady state solution at grid points ðni;gjÞ. At time �tk ¼ sm the maximal difference between gm;0

i;j and f e
i;j is computed

as
difmxðsmÞ ¼ maxi;jjgm;0
i;j � f e

i;jj ð4:20Þ
for m ¼ 0;1; . . . ;M.
For b ¼ 0 and the solution to (1.1) and (1.2) we consider the computations of Figs. 5–8. Here Dt ¼ :01; Ng ¼ 100 so Ds ¼ 1

and sm ¼ m for m ¼ 0;1; . . . ;M with M ¼ 50. The quantity difmxðsmÞ is computed for the solution with b ¼ :1; q ¼ :002 (the
solid line in Figs. 5 and 6). The solid line in Fig. 14 shows the graph of difmxðsmÞ for 0 6 sm 6 50. For
sm ¼ 0; difmxð0Þ ¼ 32:59. The minimum of difmx is at sm ¼ 19 and is difmxð19Þ ¼ :0306. We note that sm ¼ 19 approximately
corresponds to the point where the graph of ke, Fig. 5, takes on the exact steady state value. The quantity difmx then increases
somewhat to an approximately constant steady state value. At sm ¼ 50 the maximal difference (4.20) is at
i1 ¼ 16; i2 ¼ 5; j1 ¼ 10; j2 ¼ 11 and is difmxð50Þ ¼ :3056.
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Fig. 12. Graphs of deseð�tkÞ and �dIð�tkÞ for 0 6 �tk 6 20.
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For b – 0 and the solution to (2.16) and (1.2) we consider the computation of Fig. 10 for which b ¼ :01. Here
Dt ¼ :01; Ng ¼ 50 so Ds ¼ :5 and sm ¼ :5m for m ¼ 0;1; . . . ;M with M ¼ 100. The quantity difmxðsmÞ is again computed
for the solution with b ¼ :1; q ¼ :002 (the solid line in Fig. 10). The graph for difmxðsmÞ for b ¼ :01 is a dashdot line in
Fig. 14. There is a very close correspondence between this graph and the solid line graph of b ¼ 0, so to distinguish the
two graphs ‘‘x’s” are plotted at every fourth data point on the dashdot graph for b ¼ :01. For b ¼ :01 the minimum of difmx
is at sm ¼ 19:5 and is difmxð19:5Þ ¼ :0451. At sm ¼ 50 the maximal difference is at i1 ¼ 5; i2 ¼ 5; j1 ¼ 11; j2 ¼ 11 and is
difmxð50Þ ¼ :2739. The convergence of difmx as �tk gets large is essentially the same for b ¼ 0 and b ¼ :01, and the conclusion
is that the limit function for both of these solutions is (4.14).
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In Fig. 15 a one dimensional profile of the solution for b ¼ 0 is graphed that includes the point of maximal difference at
sm ¼ 50. For the graphs in this Figure i1 ¼ 16; i2 ¼ 5; j2 ¼ 11 and j1 ¼ 1; . . . ;Nv ; Nv ¼ 20. The exact steady state solution is
denoted f e

j1
¼ fsðni;gjÞ for fsðx;vÞ given by (4.14) and i1; i2; j2 constant and j1 variable. Similarly with i1; i2; j2 constant and j1

variable the approximate solution at sm ¼ 50 is f m
j1
¼ gm;0

i;j ; m ¼ 50. The initial function at sm ¼ 0 is denoted f i
j1
¼ g0;0

i;j . The grid
function g0;0

i;j is defined in Section 3.2.1 for which the initial function f0ðx;vÞ is given by (4.13). The quantities f m
j1
; f e

j1
and f i

j1
are

graphed as functions of g1;j1
defined by (3.3). The dashed line in Fig. 15 is f i

j1
, the solid line is f m

j1
. The exact steady state solu-

tion, f e
j1

, is given by a dashdot line; however, on this scale it cannot be seen against the solid line of f m
j1

, so ‘‘x’s” are plotted at
the data points along the f e

j1
graph. Thus, at T ¼ 50 this 1-D profile of the approximate solution gm;0

i;j is close to the profile of
the steady state solution. The maximal difference of difmxð50Þ ¼ :3056 occurs at j1 ¼ 10, i.e., g1;j1

� 0. This is seen graphically
on a fine scale in the inset to Fig. 15. The maximum of f e

j1
is 27.07, also occuring at j1 ¼ 10. The relative maximum error along

the 1-D profile is difmxð50Þ=maxj1 f e
j1
¼ :0113. For b ¼ :01 similar graphs are obtained for a 1-D profile of the solution through

the point of maximal difference at sm ¼ 50.

4.3. Approach to a steady state with /ðxÞ – 0

Some computations are now done to verify the form of the steady state solution (4.1) and (4.2) in the case that /ðxÞ – 0. In
this case the steady state value of kinetic energy is known exactly from (4.4); however, /ðxÞ is in general not known exactly.
Therefore, to obtain the steady state solution fsðx;vÞ given by (4.1) the function /ðxÞmust be approximated, and on this basis
the steady state values of ese and FE are also computed.

The Eqs. (1.1) and (1.2) are approximated with L ¼ 1 for the domain A and with initial data a shifted Maxwellian given as
Fig. 15.
f m
j1

.

f0ðx;vÞ ¼
10
p

expð�10½ðv1 � :75Þ2 þ ðv2 � :5Þ2�Þ: ð4:21Þ
Thus
R
A f0ðx;vÞdvdx ¼ 1. The background charge hðxÞ is
hðxÞ ¼ 1þ sinð2px1Þ þ sinð2px2Þ: ð4:22Þ
As
R 1

0

R 1
0 hðxÞdx ¼ 1 then for f0ðx;vÞ and hðxÞ as given the condition for charge neutrality is met. An example problem of this

type in 1-D is considered in [25].
The solution to (1.1) and (1.2) with initial data (4.21) and background charge (4.22) converges to a steady state for which

/ðxÞ – 0. We determine that the steady state solution is given by (4.1) and (4.2) as follows: the solution to (1.1) and (1.2) is
computed on a time interval ½0; T� such that at t ¼ T representative quantities, ke; ese; FE, have converged closely to time
independent values. At this point the computation is stopped. At time t ¼ T the grid function /k1 ;k2

given by the solution
to (3.34) is used to approximate the steady state solution (4.1). This approximation to (4.1) is then used as initial data for
the deterministic particle method to approximate the solution to (1.1) and (1.2) on a time interval ½0; T�. If the solution
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on ½0; T� has converged closely to the steady state given by (4.1) and (4.2) then the solution on ½0; �T� should be approximately
constant and match the ½0; T� solution given at time t ¼ T. With the grid function /k1 ;k2

computed at time t ¼ T and referring
to Section 3.2.1 the initial data for the computation on ½0; T� is given by
f0ðni;gjÞ ¼
K

2pðq=bÞC exp �
jgjj

2
=2þ /avðiÞ

q=b

 !
; i1; i2 ¼ 1; . . . ;Nx; j1; j2 ¼ 1; . . . ;Nv ; Np ¼ Nx; ð4:23Þ
and where /av ðiÞ ¼ ½/i1�1;i2�1 þ /i1 ;i2�1 þ /i1�1;i2 þ /i1 ;i2 �=4. The constant C is computed on the Poisson mesh of Section 3.2.6
and is
C ¼
XNp

k1¼1

XNp

k2¼1

exp �/avðjÞ
q=b

� �
�2:
For initial data given by (4.21) and hðxÞ given by (4.22) the numerical method of Section 3 is computed for the time inter-
val ½0; T�; T ¼ 30. The computational parameters are L ¼ 1; b ¼ :1. The constant q is varied as q ¼ :1; :2; :4. The grid parame-
ters are Nx ¼ 30; Nv ¼ 30; Np ¼ 30; Dt ¼ :005. Diffusion to higher velocities occurs more rapidly with higher q values. To
adequately represent higher velocity particles the computational domain in velocity space is made wider for larger q. This
is done by adjusting the constant c in (3.3). Thus, for q ¼ :1; c ¼ 2, for q ¼ :2; c ¼ 4, and for q ¼ :4; c ¼ 8. The regrid param-
eter is Ng ¼ 40. Therefore, the particle computation is carried out on a time interval ½0; T1�; T1 ¼ :2. Regriding occurs at times
sm ¼ :2m; m ¼ 1;2; . . . ;150.

For the computation for each value of q the grid function /k1 ;k2
is taken at time �tk ¼ 30 and used to determine the initial

grid function, f0ðni;gjÞ, given by (4.23). The constant K is K ¼ 1. With initial data (4.23) and background charge (4.22) the
numerical method of Section 3 is computed on a time interval ½0; T�; T ¼ 20. All computational parameters are maintained
the same as for the computation on ½0; T�; T ¼ 30. In graphing the results the solution for each value of q on ½0; T� is shifted
to the time interval ½T; T þ T� and matched to the solution on ½0; T� with initial data (4.21). Thus, the solution is graphed on
the time interval ½0; T þ T� ¼ ½0;50�. The solution on ½0; T� ¼ ½0;30� is computed with initial data (4.21), and the solution on
½T; T þ T� ¼ ½30;50� is computed with initial data (4.23).

Fig. 16 shows the graphs of kinetic energy. According to (4.4) with b ¼ :1; K ¼ 1 if q ¼ :1 then ke! 1, if q ¼ :2 then
ke! 2, and if q ¼ :4 then ke! 4. This convergence to the steady state values is demonstrated in Fig. 16. Also, the graphs
on the interval ½30;50� computed with initial data (4.23) are approximately constant and match well at time T ¼ 30 to
the graphs on [0,30] computed with initial data (4.21). On a fine scale one can perceive small discontinuities in the ke graphs
at time T ¼ 30 where the solution with initial data (4.21) ends and the solution with initial data (4.23) begins.

Fig. 17 shows the graphs of electrostatic energy, and Fig. 18 shows the graphs of free energy. The solid line is for q ¼ :1,
the dashdot line for q ¼ :2, and the dashed line for q ¼ :4. Small discontinuities can be perceived mainly in the ese graphs at
time T ¼ 30 where the solutions are restarted with initial data (4.23). Otherwise, there is a good match between the
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approach to steady state computed on the interval [0,30] and the steady state solution graphed on the interval [30,50]. For
the ese and FE a comparison is not made to exact values. As /ðxÞ is not known exactly at the steady state we are not able to
determine analytically exact steady state values for ese and FE. None-the-less, the computations provide verification that the
time dependent solution on ½0; T�; T ¼ 30 converges to a time independent solution of the form (4.1) and (4.2).

To give a graphical demonstration of pointwise convergence to the steady state we show the evolution of a 1-D profile of
the approximate solution at times of regriding. For this example Dt ¼ :005; Ng ¼ 40, so T1 ¼ Ds ¼ :2, and regriding occurs at
time sm ¼ :2m; m ¼ 1;2; . . . ;M; M ¼ 150. Thus, 0 6 sm 6 30. We consider the computation for b ¼ :1; q ¼ :1, the solid line in
Figs. 16–18. The 1-D profile is obtained by letting i1 ¼ 15; i2 ¼ 15; j2 ¼ 15, and j1 ¼ 1;2; . . . ;Nv ; Nv ¼ 30. The grid function
obtained from the regriding process of Section 3.3 at time �tk ¼ sm is denoted gm;0

i;j for m ¼ 1;2; . . . ;M where M ¼ 150. We note



that gm;0
i;j � f ðni;gj;mT1Þ for f ðx;v ; tÞ the solution to (1.1) and (1.2) with initial data (4.21). For i1; i2; j2 constant and j1 variable

let f m
j1
¼ gm;0

i;j . The initial profile at time sm ¼ 0 is denoted f i
j1
¼ g0;0

i;j where g0;0
i;j is defined in Section 3.2.1 on the basis of the

initial function f0ðx;vÞ given by (4.21). There is not an exact analytical solution for the steady state for this example. A best
approximation to the ‘‘exact” 1-D profile for the steady state solution is taken to be f e

j1
¼ f0ðni;gjÞ where f0ðni;gjÞ is the

approximation to (4.1) and (4.2) given by (4.23). Fig. 19 shows the graphs of f i
j1
; f e

j1
and f m

j1
for m ¼ 25;50, and 150 plotted

as functions of g1;j1
. That is we plot the initial profile at sm ¼ 0, the evolution of the solution profile at times

sm ¼ 5;10;30, and the”exact” steady state profile. The graph of f i
j1

is the dashed line, the graphs of f m
j1

for sm ¼ 5;10;30
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are given by solid lines, the graph of f e
j1

is a dashdot line. Thus, for m ¼ 150; sm ¼ 30 the graph of f m
j1

has converged closely to
the”exact” profile, f e

j1
. For m ¼ 150 the maximal difference between f m

j1
and f e

j1
is maxj1 jf m

j1
� f e

j1
j ¼ :0032. The relative maximal

difference is maxj1 jf m
j1
� f e

j1
j=maxj1 ðf e

j1
Þ ¼ :0201.

For the computations up to this point the Eq. (3.4) has been solved by the iterative SOR method. Referring to Section 3.2.2
for the notation the iterative procedure (3.6) and (3.7) continues until khkþ1 � hkk < 10�12 at which point it is stopped and
�gnþ1

i;j ¼ hkþ1
i;j . As the diffusion parameter q is increased the number of iterations required for convergence of the SOR algorithm

increases. This is because the quantity HðtnÞ following (3.5) gets close to one for large q. Thus the number of iterations of the
Jacobi method increases, and there is an increase in the number of iterations needed for the SOR procedure (3.6) and (3.7) as
well. For q sufficiently large the more efficient method for solving (3.4) can be the direct Douglas–Rachford method (3.15)–
(3.17) and (3.18). To demonstrate the use of the Douglas–Rachford method we consider initial data of the form (4.21) and
compute the time dependent solution to (1.1) and (1.2) with b ¼ 1; q ¼ 2. The other computational parameters are the same
as for b ¼ :1; q ¼ :2 in Figs. 16–18. If b ¼ :1; q ¼ :2 the SOR method requires on average 9–10 iterations to solve (3.4) to a tol-
erance of 10�12 in carrying out the particle computation on ½0; T1�; T1 ¼ :2. If b ¼ 1; q ¼ 2 the number of iterations required of
the SOR method to reach the tolerance of 10�12 is on average 20–21 on ½0; T1�; T1 ¼ :2. In this case the more time efficient
method for solving (3.4) is the Douglas–Rachford method. For b ¼ 1; q ¼ 2 we, therefore, solve (3.4) according to the proce-
dure (3.15)–(3.17) and (3.18). We note that the steady state solution (4.1) and (4.2) depends only on the ratio q=b. Therefore,
with other parameters the same the solution to (1.1) and (1.2) with b ¼ 1; q ¼ 2 converges to the same limiting solution as
with b ¼ :1; q ¼ :2. However, the convergence to the limit is faster with the larger b; q values. The solution for b ¼ 1; q ¼ 2 is
computed on the time interval ½0; T�; T ¼ 10. Fig. 20 shows the graphs of kinetic energy, ke, for the solution with b ¼ 1; q ¼ 2
compared to the solution with b ¼ :1; q ¼ :2 (computed with the SOR algorithm). The dashdot line is for b ¼ 1; q ¼ 2, the solid
line for b ¼ :1; q ¼ :2. As expected the two solutions converge to the same limit with the larger q; b values resulting in the
faster convergence. From (4.4) the exact limiting value of ke is ke! 2. Fig. 21 shows the FE graphs, the dashdot line for
b ¼ 1; q ¼ 2, the solid line for b ¼ :1; q ¼ :2. The two graphs approach the same limit. In this case we do not have an exact
FE value for comparison.

4.4. Computation on a parallel computer

In computing the numerical method of Section 3 an effort has been made to write a computer program to run on a parallel
computer. At this point the process of parallelizing the algorithms is not complete although some progress has been made as
will be described. Referring to Section 3.1 parallel computations are done for quantities given in terms of the four dimen-
sional phase space variables ðni;ujÞ with indices i ¼ ði1; i2Þ; j ¼ ðj1; j2Þ. Within this context the most significant computation
not yet parallelized is that to compute the solution to (3.4), i.e., the SOR algorithm (3.6) and (3.7) or the Douglas–Rachford
method (3.15)–(3.17) and (3.18). The other relatively large computation that has not been parallelized is the regriding of Sec-
tion 3.3. However, as the regriding is done relatively infrequently it does not account for much time in the overall compu-
tation. All other computations involving ðni;ujÞ with indices i ¼ ði1; i2Þ; j ¼ ðj1; j2Þ have been adapted to run on a parallel
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Fig. 21. Free energy for b ¼ :1; q ¼ :2 using the SOR method and b ¼ 1; q ¼ 2 using the Douglas–Rachford method.
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multiprocessor system. Computations on a 2-D space involving only two indices are not parallelized and run simultaneously
on each processor as needed. These computations are the solution to the Poisson equation (3.34) and computations involving
the field at the Poisson mesh points.

The computer program is written in Fortran 77 for a parallel computer with MPI (multiprocessor interface). Our reference
for writing the program is [22]. For computations involving indices i1; i2 ¼ 1; . . . ;Nx; j1; j2 ¼ 1; . . . ;Nv division between pro-
cessors is carried out on the basis of the index j2. Let Nv ¼ nanb for integers na;nb. Then for j2 ¼ 1; . . . ;Nv groups of na indices
of j2 are allocated to nb processors. So on processor 0; i1; i2 ¼ 1; . . . ;Nx; j1 ¼ 1; . . . ;Nv , and j2 ¼ 1; . . . ;na; on processor
1; i1; i2; j1 are the same and j2 ¼ na þ 1; . . . ;2na; on processor nb � 1; i1; i2; j1 are the same and j2 ¼ ðnb � 1Þna þ 1; . . . ;Nv .
The quantities in Section 3 that are computed according to this format are as follows: qjðtnÞ based on expression (3.32);
the field El and the first and second partial derivatives of the field at particle positions (these quantities are obtained from
expressions (3.36)–(3.38) in which x1 ¼ x1ði; j; tnÞ; x2 ¼ x2ði; j; tnÞ); the kinetic energy based on (3.45) and entropy based on
(3.46); the particle trajectories and first and second partial derivatives from Eqs. (3.19)–(3.24), (3.27) and (3.28); the coef-
ficients clði; j; tnÞ; l ¼ 1; . . . ;10; defined at the end of Section 3.2.4; the coefficients clði; j; tnÞ; l ¼ 11; . . . ;14; defined at the end
of Section 3.2.5.

To demonstrate the parallel computation we consider the example of Figs. 5 and 6 with q ¼ :0005. Here the initial data is
given by (4.13), grid parameters are Nx ¼ 20;Nv ¼ 20. The regrid parameter is Ng ¼ 100. The number of processors used, nb,
is a factor of 20. Computations are done for nb ¼ 1;5;10;20. The program is run on a 400 node Xeon-based 64-bit Linux, Beo-
wulf cluster. One complete cycle of the numerical procedure of Section 3 is computed. That is, the grids are set up, 3.1, and
initial data is computed, 3.2.1; then Ng ¼ 100 steps of the deterministic particle method of Section 3.2 is carried out, i.e.,
3.2.2,–,3.2.6, and included are the computations of ese; ke; FE of 3.4; when n ¼ Ng ¼ 100 the regriding of Section 3.3 is done
and the computation is stopped. The results of the computation are given in Table 1. In Table 1 ‘‘Total” refers to the total time
of the computation in seconds, ‘‘DP-Total” is the amount of time spent on the 100 steps of the deterministic particle (DP)
method of Section 3.2, ‘‘DP-Pl” is the time spent on the parts of the DP method of Section 3.2 for which the computations
are parallelized. Thus if 1 processor is used the total computation time is 228.21 seconds. The total time spent on the DP
method is 225.61 seconds and of this 171.46 seconds are spent on computations that are parallelized. The parts of the DP
method that are not parallelized are the computation of (3.4) (the SOR algorithm is used) and the computations on the 2-
D grid. The 2-D computations are solving the Poisson equation (3.34), obtaining the field and its derivatives at the Poisson
mesh points, and computing the ese. The 2-D computations account for a small amount of computing time. Most of the time
in the nonparallel part of the DP method is taken up with the computation of (3.4). Thus, with 1 processor DP-Total-DP-
Pl = 54.15 seconds. The total time computing (3.4) is 50.68 seconds. The difference between Total = 228.21 seconds and
DP-Total = 225.61 seconds is mainly taken up with the regriding of Section 3.3.

If more than one processor is used the time for DP-Pl is significantly reduced and scales well with the number of proces-
sors used. Table 1 gives the results for 5, 10, and 20 processors. However, the quantity DP-Total-DP-Pl increases. This is due
to the fact that (3.4) is computed on a single processor and the result needs to be broadcast to all the processors for subse-
quent computations. Also, the coefficients in (3.4) are obtained from parallel computations and need to be gathered onto a
single processor for the computation of (3.4). The time for these gathering a broadcasting operations increases significantly
with the number of processors being used. These effects are demonstrated in Table 2. In this table ‘‘DP-Total” is abbreviated
‘‘DP-T”, so the time spent on the nonparallel part of the DP method is ‘‘DP-T-DP-Pl”. The total time spent gathering coeffi-
cients, computing (3.4), and broadcasting the result is ‘‘Time (3.4)”, and ‘‘% (3.4)” gives the ratio”Time (3.4)/(DP-T-DP-Pl)”.
Thus, if 1 processor is used 94% of time spent in the nonparallel part of the DP method is used in computing (3.4). If 5,
10, or 20 processors is used 88% to 90% of nonparallel computing time is used in the computations involving (3.4).

Referring to Table 1 it is clear that most of the computing time is spent on the deterministic particle (DP) method. The
regriding which is the main component of ‘‘Total-DP-Total” is a small contribution to the total time of computation. The time
Table 1
Time in seconds, parallel program.

Processors DP-Pl DP-Total Total

1 171.46 225.61 228.21
5 34.84 117.43 119.66
10 14.83 103.77 105.70
20 7.18 101.60 104.40

Table 2
Time for nonparallel computations.

Processors DP-T-DP-Pl Time (3.4) % (3.4)

1 54.15 50.68 .94
5 82.59 73.01 .88
10 88.94 79.02 .89
20 94.42 84.71 .90
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for the DP method, ‘‘DP-Total”, is reduced from 225.61 seconds with 1 processor to 101.60 seconds with 20 processors. The
total computation time reduces from 228.21 seconds with 1 processor to 104.40 seconds with 20 processors. This is a reduc-
tion in computing time of about 46%. To obtain a significant further reduction in computing time it is necessary to develop a
parallel algorithm for solving (3.4) and to avoid the broadcasting and gathering operations that are presently being used. A
parallel program for solving (3.4) can be based on the SOR method, (3.6) and (3.7), or the Douglas–Rachford method, (3.15)–
(3.17) and (3.18).

The complete computation of the example of Figs. 5 and 6 with q ¼ :0005 requires 5000 time steps and 50 cycles of the
numerical method of Section 3. Using 10 processors a total run time of this computation was 5114.18 seconds or about 1
hour and 25 minutes. This is approximately what one could expect by taking the run time under ‘‘Total” of Table 1 for 10
processors and multiplying the number by 50.
5. Conclusion

It is shown in this paper that the numerical procedure of [28] for approximating the 1-D Vlasov–Poisson–Fokker–Planck
system can be carried out for the system in two dimensions. The numerical approximation can be considered a type of deter-
ministic particle method. In two dimensions various computations become more lengthy and somewhat more complicated,
but otherwise there is a reasonably straight forward generalization of the components of the numerical method from 1-D to
2-D. Also, in two dimensions it becomes meaningful to consider the electrostatic problem with a constant, perpendicular
magnetic field. The numerical approximation is easily adapted to include the constant magnetic field. The computational
examples show that the numerical method is convergent and accurate on an extended time interval. The order of accuracy
is demonstrated computationally to be first order in time and second order in the spatial small parameters. This is consistent
with the order of accuracy found for the approximation in one dimension.

It is conjectured that the solution to (1.1) and (1.2) with zero magnetic field and the solution to (2.16) and (1.2) with con-
stant, nonzero magnetic field both converge to the same steady state solution given by (4.1) and (4.2). There is not a com-
plete analytical proof to guarantee this convergence; however, computational examples are given that demonstrate that the
solution with both zero and nonzero magnetic field converge for large time to the same limit. The computational work,
therefore, provides some verification for the assumption that solutions to (1.1) and (1.2) and (2.16) and (1.2) both converge
as t !1 to (4.1) and (4.2).

Parts of the numerical method are readily adapted to run on a parallel computer, and this parallelization significantly re-
duces the overall run time for the computer program. The main component of the numerical procedure that has not yet been
parallelized is the approximation of the PDE (2.9). At present this is setting the limit on the reduction in computing time that
is achieved by the parallel program.
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